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Abstract: Scramjet engines are high-speed airbreathing propulsion systems that do not
require rotating elements to compress the air inlet stream [33]. It is compressed dynami-
cally through a supersonic intake system that is integrated in the forebody, thus leading to
the required temperature and pressure levels for combustion to proceed within the combus-
tor length [29]. In such engines, the combustion chamber is crossed by a supersonic flow,
which limits the time available to inject fuel, to mix it with oxidizer, to ignite the result-
ing mixture, and reach complete combustion. Residence times can be increased thanks to
cavities, which have the potential to stabilize combustion without excessive total pressure
loss and are therefore used as flameholders in supersonic combustors. Flame stabiliza-
tion mechanism and turbulence-chemistry interactions are studied for a jet in a supersonic
crossflow (JISCF) of vitiated air delivering hydrogen upstream of a wall-mounted squared
cavity. The corresponding reactive high-speed flow conditions are presently scrutinized on
the basis of numerical simulations of a Scramjet model representative of experiments pre-
viously conducted at the University of Michigan [22, 24]. The computations are performed
with the high-performance computational solver CREAMS [18, 19] that has been developed
to perform the numerical simulation of compressible reactive multi-component flows on
massively-parallel architectures. The solver makes use of high-order precision numerical
schemes applied on structured meshes and the combustion chamber geometry is modelled
by using a recent immersed boundary method (IBM) algorithm [5]. The present set of
computations is conducted within the LES framework and the wall-adapting local eddy
(WALE) model is retained as the subgrid-scale viscosity closure. Combustion stabilization
is studied for two distinct values of the inlet vitiated airstream temperature. Two stabi-
lization modes are recovered from the numerical simulations: cavity-stabilized regime and
jet-wake stabilized regime. Special emphasis is placed on the analysis of the reactive flow
topology and structure, as well as combustion regimes, which are analysed on the basis of
standard turbulent combustion diagrams.

Keywords: Scramjet, Compressible Flow, High-Speed Flow Combustion, Combustion
Stabilization, Large-Eddy Simulation

1 Introduction

Scramjet engine is a very promising propulsion strategy for hypersonic vehicles. One of its main
advantages over concurrent technologies is related to the fact that it does not need to carry oxidizer,
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which is scooped directly from the atmosphere, thus providing a considerable weight reduction and
allowing for higher payloads and specific impulse compared to standard rocket engines [14]. Since it
produces no thrust at zero flight speed, such an engine must be ignited after it has been accelerated
to its takeover speed thanks to a secondary propulsion system. The issues associated to ignition and
propulsion efficiency during this takeover stage are thus important in the Scramjet development but
they lie outside the scope of the present study, which is focused on combustion stabilization once
significant flight Mach number values are reached.

There are several possible applications of Scramjet engines, including civil high-speed aircrafts,
space exploration as reusable stages for access to low Earth orbit, and military hypersonic weapons.
Despite many impressive achievements obtained in the field since the early sixties, still today there
are no Scramjet engines being used in practical devices: many developments including experimental
flights and ground-based testings are currently in progress. In such engines, the combustion chamber
is crossed by a supersonic flow, which limits considerably the time available to inject fuel, mix it with
the oxidizer, ignite the resulting mixture, and stabilize combustion. Combustion stabilization indeed
appears as one of the most challenging issues. One promising solution is the wall-mounted cavity,
which has been shown to be quite efficient in stabilizing combustion without excessive total pressure
loss [2, 13, 21]. The recirculation zones that develop inside the cavity increase the residence time
of intermediate combustion products that can continuously initiate chemical reactions. However,
the understanding of the interaction of the fuel jet with the wall-mounted cavity is far from being
an easy task and it has motivated a large amount of experimental studies in both reactive and
non-reactive conditions. For instance, Ben-Yakar and Hanson [2] investigated hydrogen normal
injection in air cross-flow upstream of a cavity simulating in Mach 10 flight conditions. High-speed
Schlieren visualization and planar laser-induced fluorescence (OH-PLIF) were used to characterize
the compressible flow topology and combustion development. The first OH fluorescence events are
found to take place in the recirculation zone upstream of the underexpanded jet and the signal of
fluorescence extends further downstream along the outer edge of the jet. Micka and Driscoll [23]
studied the combustion characteristics of a dual-mode Scramjet combustor with normal fuel injection
upstream of a cavity flame-holder. Depending on the value of the vitiated airstream stagnation
temperature, combustion is either anchored at the cavity leading edge and spreads into the main
flow at an approximately constant angle (low stagnation temperature levels) or stabilizes a short
distance downstream of the hydrogen injection, in its wake, and features a curved leading edge (high
stagnation temperature levels). The combustion stabilization is analysed on the basis of premixed
flame propagation and the possibility that it flashes forward to a relatively stable location in the
hydrogen jet-wake. Sun et al. [30] also analysed combustion in a supersonic combustor with normal
hydrogen injection upstream of cavity flame-holders on the basis of experimental investigations using
OH-PLIF and numerical simulations performed within an hybrid RANS/LES framework. It is shown
that an approximately steady flame may be maintained in the cavity shear layer. Hot combustion
products can be transported towards the jet inlet stream through a process of interaction between
the counter-rotating vortices issued from the jet and the cavity shear layer.

In the present numerical study, such reactive high-speed flow conditions are scrutinized on
the basis of numerical simulations of a Scramjet model representative of experiments previously
conducted at the University of Michigan [22, 24]. The purpose is to analyse the reactive flow
topology and structure as well as combustion regimes, which are investigated on the basis of standard
turbulent combustion diagrams. Combustion stabilization is studied for two distinct values of the
inlet vitiated air-stream temperature, which are denoted RFSC-LST and RFSC-HST, for low- and
high-stagnation temperature levels, respectively. The simplified computational geometry consists of
a constant section channel, followed by the wall-mounted cavity section, and finally the diverging
section. This geometry is handled thanks to the recent IBM algorithm of reference [5]. Two
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stabilization modes are recovered from the numerical simulations: cavity stabilization mode for
case RFSC-LST and jet-wake stabilization mode for case RFSC-HST. The manuscript is organised
as follows: the LES formalism and numerical methods are presented in the next section. It is
followed by a short section §3 where the computational setup is presented and some preliminary
verifications reported. The central part of manuscript corresponds to §4, where computational
results are analysed in details. Finally, the manuscript ends with a conclusion section, where some
perspectives for future works are also presented.

2 Governing equations and numerical methods

2.1 Compressible large-eddy simulation formulation

The closed set of filtered transport equations that has been considered is first presented below.
Applying a spatial filter to the set of compressible Navier-Stokes equations requires the introduction
of the Favre filter φ̃ = ρφ/ρ, so as to express non-linear terms into a standard resolved (filtered) part
plus a subgrid-scale (SGS) contribution. The set of filtered Navier-Stokes equations are expressed
in the following conservative form,
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where t denotes the time, xj is the Cartesian coordinate in direction j (with j = 1, . . . , 3), ui
is the velocity component in direction i (with i = 1, . . . , 3), ρ is the density, p is the pressure,
et = e + uiui/2 is the total specific energy (obtained as the sum of the internal specific energy, e,
and the kinetic energy), and Yα is the mass fraction of species α (with α = 1, . . . ,Nsp). The integer
Nsp denotes the number of chemical species. The thermodynamic variables are interrelated through
the filtered pressure field approximated from p = ρRT̃ /W, where R is the gas constant, T denotes
the temperature and W−1 =

∑Nsp

α=1 Ỹα/Wα is the molar weight of the multicomponent mixture. In
Equation (4), Vαi and ω̇α denote the αth species diffusion velocity component in direction i and
chemical rate, respectively. The filtered stress tensor is evaluated by τ ij = 2µ(T̃ )(S̃ij − S̃kkδij/3)

with S̃ij =
(
∂ũi/∂xj + ∂ũi/∂xj

)
/2 denoting the resolved strain-rate tensor. For the present set of

numerical simulations standard modeling assumptions are retained: a mixture-average formulation
is retained for the description of the molecular diffusion flux based on a modified version of the
Hirschfelder and Curtiss approximation [16]. It is also assumed that both the filtered molecular
diffusion flux and the filtered heat flux can be expressed in a way similar to their instantaneous
counterparts but applied to filtered quantities. The filtered molecular flux of species α thus writes:

ρYαVαi ≈ ρỸαṼαi = −ρD̃m
α

Wα

W̃
∂X̃α

∂xi
+ ρỸαṼ

c
i (5)
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where D̃m
α is the matrix of resolved flux diffusion coefficients of the species α into the mixture. It is

worth noting that the last term of Equation (5) is a corrective term that ensures the total mass con-
servation. At each time step, each correction velocity component Ṽ c

i =
∑Nsp

β=1 D̃
m
β (Wβ/W̃)∂X̃β/∂xi

is evaluated and added to the velocity component ũi so as to enforce the compatibility between
the discrete forms of species mass fractions and total mass conservation equations. In the previous
expressions, Xβ denotes the molar fraction of the βth species. The i-components of the filtered
molecular heat flux is approximated using the same assumption:

J i = −λ(T̃ )
∂T̃

∂xi
+

Nsp∑
α=1

ρỸαṼαih̃α (6)

where λ is the thermal conductivity of the multicomponent mixture as evaluated from the filtered
composition and temperature. The subgrid-scale (SGS) stress tensor Tij = ρuiuj −ρũiũj is modeled
within the Boussinesq’s framework. The deviatoric part of the subgrid stress tensor is thus evaluated
from Tij − Tkkδij/3 = −2µSGS(S̃ij − S̃kkδij/3) where µSGS = ρνSGS is the SGS eddy viscosity and Tkk
denotes the isotropic contribution. The closure of the SGS mass flux relies on a standard turbulent
diffusivity assumption, which is expressed in the following general form:

Tϕ,i = ρϕui − ρϕ̃ũi = ρ
(
ϕ̃ui − ϕ̃ũi

)
= −ρDSGS

∂ϕ̃

∂xi
(7)

where ϕ denotes any scalar quantity, DSGS = νSGS/ScSGS is the turbulent diffusivity and ScSGS denotes
the turbulent Schmidt number. Finally, the unclosed expression of the SGS term in the filtered energy
Equation (3) is given by:
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where Qj = −λSGS∂T̃ /∂xj denotes the SGS heat flux also modeled with a gradient law, λSGS =
µSGScp/PrSGS is the turbulent thermal conductivity and PrSGS the turbulent Prandtl number. The
quantity ψijk denotes the triple velocity correlation tensor, which is closed by retaining the Daly
and Harlow expression ψijk = Cc3νSGS∂Tij/∂xk [9]. In the present study, the SGS eddy viscosity
µSGS is expressed by the WALE (wall-adapting local eddy) model of Nicoud and Ducros [26]:
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where Cw = Cs
√

10.6 is the WALE model constant, ∆ is the characteristic mesh size ∆ =
(∆x1∆x2∆x3)

1/3, and Sdij is the traceless symmetric part of the square of the resolved velocity
gradient tensor:
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2.2 Numerical methods

The main computational features of the massively-parallel CREAMS solver are as follows: the tempo-
ral integration is performed with an explicit third-order total-variation-diminishing (TVD) scheme
[12]. The treatment of the inviscid components of the conservative vector fluxes is handled with the
seventh-order accurate weighted essentially non oscillatory (WENO7) reconstruction of the charac-
teristic fluxes [1], see reference [18]. In practice, the numerical solver uses the optimal seventh-order
accurate flux reconstruction, and the application of the non-linear upwinding procedure is condi-
tioned to a smoothness criterion that involves the local values of the normalized spatial variations of
both pressure and density. The interested reader may find further details in the study of Buttay et
al. [6]. The viscous and molecular diffusion fluxes are computed thanks to an eighth-order centered
difference scheme.

CREAMS is coupled to the CVODE and EGLIB libraries [15, 10, 11], which allow detailed chem-
istry and multicomponent transport effects to be taken into account. As mentioned above, for the
purpose of the present study, a mixture-average formulation based on a modified version of the
Hirschfelder and Curtiss approximation has been retained. It corresponds to a first-order approx-
imation of the most detailed transport representation provided by the EGLIB Library. Finally, a
detailed verification of the solver may be found in reference [18], which gathers eight elementary
verification subsets including, among others, the classical Sod’s shock tube problem, the ignition
sequence of a multi-species mixture in a shock tube, the unsteady diffusion of a smoothed concentra-
tion profile, and a one-dimensional laminar premixed flame. In the simulations reported below, the
surface of the cavity is immersed into the Cartesian grid and a proper wall boundary condition must
be imposed to the surrounding flow. This issue is addressed with the immersed boundary method
(IBM) recently developed by Boukharfane et al. [5]. The main specificity of this method is that
it combines direct-forcing and ghost-point forcing algorithms. Its performance has been previously
assessed in many canonical compressible flows and reference benchmarks.

Nozzle

P0 = 590 kPa
T0 = 1040− 1490 K

M = 2.2
h1

l0 l1 l2 l3

h2

Upstream main fuel
injection location Cavity

Jet-wake stabilized mode

Cavity stabilized mode

Combustor

α = 4◦

Figure 1: Schematics of the combustion facility studied by Micka and Driscoll [24]. The rectangular
computational domain and its main characteristic dimensions are highlighted on the right side of
the figure.

3 Computational setup and preliminary verifications

The experimental geometry under consideration corresponds to the supersonic combustion facility
of the University of Michigan, which consists of a two-dimensional Mach 2.2 nozzle followed by a
constant area isolator. This constant area section extends approximately 400 mm up to the leading
edge of a rectangular cavity, which is 50.8 mm long, 12.7 mm high, and spans the width of the
test section. It is followed by a 349 mm long and 4 degree diverging section, dumping into a 152
mm diameter exhaust, as shown in Figure 1, where the computational domain is presented. Room
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temperature hydrogen is injected sonically on the combustor centerline at 44.5 mm upstream of the
cavity leading edge through a single 2.50 mm diameter injection port. The initial air stagnation
pressure is P0 = 590 kPa, while the nominal value of the temperature T0 may be varied. Two
distinct values (1,100.0 K and 1,400.0 K) of the vitiated air-stream temperature are considered to
study the combustion stabilization process (cases RFSC-LST and RFSC-HST).

The present set of computations is conducted within the large-eddy-simulation (LES) framework
and the wall-adapting local eddy (WALE) model is retained as the subgrid-scale viscosity closure.
Table 1 gathers the main parameters that characterize the vitiated air and hydrogen inlet streams
in both cases. Hydrogen-air chemistry is represented with the detailed mechanism of O’Conaire et
al. [27]. It consists of nine chemical species (H2, O2, H2O, H, O, OH, HO2, H2O2, and N2) and 21
elementary reaction steps.

case RFSC-LST case RFSC-HST

Vitiated air inlet
Temperature (K) 1,100.0 1,400.0

YO2 (−) 0.244 0.251
YN2 (−) 0.671 0.607
YH2O (−) 0.085 0.142

Hydrogen inlet
Pressure (kPa) 845.0 755.0

YH2 (−) 1.0 1.0

Table 1: Vitiated air and hydrogen inlet streams characteristics.

The computational domain can be decomposed into three distinct parts. The first consists of a
constant section channel (s1 ) with length Lx1,s1 = l0 + l1 = 94.5 mm and height Lx2,s1 = h1 = 39.4
mm, which is followed by a section (s2 ) of length Lx1,s2 = l2 = 50.8 mm featuring the wall-mounted
cavity of depth h2 = 12.7 mm. Finally, the last section is the diverging one, it has a length
Lx1,s3 = l3 = 76.2 mm. The total length of the computational domain is thus Lx1 = 221.5 mm,
while its dimension is Lx3 = 38.1 mm in the spanwise direction.

The computational grid is refined in the vicinity of hydrogen jet exit and at the location of the
shear layer that develops above the cavity. The mesh is also refined near the walls. The total number
of grid points is approximately 42,000,000. Several criteria have been used to check the quality of
the resulting computational resolution, especially near the walls, which are modeled with the IBM
algorithm. At some locations in the median plane along the spanwise direction (i.e., x3/D = 0), the
profiles of the logarithm of the viscosity ratio, i.e., log

(
µSGS/µ

)
, and normalized mean velocity u+

have been extracted and plotted in walls units. The non-dimensional velocity u+ is evaluated as the
ratio between the local value of the mean longitudinal velocity component and friction velocity at
the wall, i.e., u+ = u1/uτw . The wall distance is normalized by the ratio of the kinematic viscosity
ν to the friction velocity uτw , i.e., y+ = uτwy/ν, with y the distance perpendicular to the wall. The
corresponding profiles confirm that, with the present level of resolution, despite a visible shift of
the velocity in the logarithmic zone, the WALE model satisfactorily changes his behavior in the
buffer layer that separates the logarithmic zone (y+ > 30.0) from the viscous sublayer (y+ < 5.0),
see reference [26, 32] for further details. It is possible to verify that, in logarithmic coordinates, the
viscosity ratio increases almost linearly – this is more visible in the case RFSC-HST – which is fully
consistent with the data of the literature [26].

The assessment of the computational resolution is completed by proceeding with a mesh quality
analysis. Two indexes of quality are therefore considered. Their values can vary between 0.0 and
1.0 ; the higher the value of the index, the better is the resolution. The first quality index under
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Figure 2: Mean velocity profile in wall units (top) and viscosity ratio (bottom) at several x1/D
locations in the median plane along the spanwise direction, i.e., x3/D = 0. Left: case RFSC-LST,
right: case RFSC-HST.

consideration is the modified quality index IQk of Pope [28]. It is based on a direct comparison
between the resolved turbulent kinetic energy k and its subgrid-scale unresolved counterpart kSGS,
which is evaluated from the Yoshizawa closure [35], i.e., kSGS = ν2SGS/(CM∆)2 with CM = 0.069. The
expression of IQk is given by IQk = k/(k + kSGS). The analysis of the numerical resolution is also
carried out by using the quality criterion proposed by Celik et al. [8]. It is based on a comparison
between the computational grid characteristic size ∆ and the Kolmogorov length scale Lη

IQη =
(

1 + αη
(
∆/Lη

)m)−1
, (11)

with
(
αη,m

)
= (0.05, 0.5). The value of Lη is evaluated from the following scaling rule Lη =

(ν3/ε)1/4 with ε the turbulent kinetic energy dissipation rate.
In this context, it seems worth recalling that a standard criterion for DNS computations is

kmaxLη = 3/2, in such a manner that, once kmax is approximated by π/∆, such a criterion corre-
sponds to ∆/Lη approximately equal to 2.0, which leads to IQη = 0.93. Thus, it seems that values
of the quality index IQη larger than 0.93 are almost equivalent to the fulfilment of a standard DNS
resolution criterion.

Figure 3 displays the PDF obtained with the two quality indexes. Provided that the modified
quality index verifies IQk ≥ 0.8, the mesh resolution is considered to be sufficient since it means
that at least 80% of the turbulent kinetic energy is captured at the resolved scale [28]. Because
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the conclusions that may be drawn from the modified quality index are likely to be sensitive to the
subgrid-scale modelling, it seems worthwhile to take a closer look at the behaviour obtained with the
second quality index IQη. In this respect, Figure 3 shows that most of the values of the quality index
IQη remain larger than 0.93. The CDF or cumulative distribution function F(x) =

∫ x
0 PDF(IQk)dIQk

that can be deduced from the probability density function indeed shows that almost 95 % of the
obtained values are larger than this limit, see the plot reported on the right side of Figure 4.
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Figure 3: PDF of the quality index IQk and IQη obtained in the median plane along the spanwise
direction, i.e., x3/D = 0. Left: index IQk, right: index IQη.
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Figure 4: PDF of the quality index IQη (left) and value of 1-F(IQη) (right), i.e., value of probability
to have a value of the quality index larger than IQη.

Finally, it is quite interesting to check in Figure 5 that high values are also obtained in the
vicinity of the hydrogen inlet stream and shear layer that develops above the wall-mounted cavity.
Figure 5 indeed displays the results obtained in the median plane (i.e., x3/D = 0) for both quality
indexes. By analysing these images, one can notice that, upstream of the fuel inlet port, the level
of resolution is excellent, while the quality criteria slightly decreases downstream of the hydrogen
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injection. The decrease is more significant for the modified quality index IQk. However, even in
this region, the corresponding values remain quite satisfactory since IQk ≥ 0.80 and IQη ≥ 0.89.

Figure 5: Fields of the quality indexes IQk and IQη obtained in the median plane along the spanwise
direction, i.e., x3/D = 0. Top: quality index IQk, bottom: quality index IQη. Left: case RFSC-LST,
right: case RFSC-HST.

4 Detailed analysis of computational results

Figure 6 reports the temporal evolutions of the production rates of OH and H2O in both cases
RFSC-LST and RFSC-HST. For the simulation case RFSC-LST, chemical reactions are initiated at the
bottom end of the wall-mounted cavity. According to the OH formation, the reaction first develops
within the cavity, leading to a temperature increase and a deflection of the shear layer induced
by the associated heat release. As the combustion processes develop, the conditions become more
favorable to the spreading of chemical reactions, thus increasing the temperature and allowing the
reaction zone to extend to the whole cavity. Eventually, the heat release rate becomes sufficient to
stabilize the combustion process and, depending on the operating conditions, it can spread upstream
of the cavity, as it is seen for case RFSC-HST. However, it is noteworthy that the vitiated air inlet
temperature affects significantly the stabilization mode. It is also to be noted that, with a higher
temperature, the combustion spreads significantly faster, as it can be verified by OH mass fraction
and H2O production rate reported in Figures 6 and 7. Moreover, Figure 7 shows that, for the
cavity-stabilized combustion mode (case RFSC-LST), significant H2O production takes place along
the upper part of the cavity, whereas for the jet-wake stabilized mode (case RFSC-HST) it tends to
spread just downstream of the hydrogen injection and within the cavity.

The analysis of the reactive flowfields confirms the occurrence of two distinct stabilization modes:
a cavity-stabilized mode is dominant for moderate values of the airstream stagnation temperature
(case RFSC-LST), while non-negligible water vapor dissociation and heat release occur in the vicinity
of the hydrogen release for larger inlet temperature values (case RFSC-HST), as shown in Figure 8,
which reports instantaneous snapshots of the iso-surface ξ̃ = 0.5 of the filtered fuel inlet tracer ξ̃ (in
light grey) as well as an isovalue of the OH filtered mass fraction colored by the filtered temperature.
As expected, case RFSC-HST displays a higher amount of OH inside the wall-mounted cavity but
besides that, there is a non-negligible presence of OH upstream of the cavity and in the direct
vicinity of the H2 jet injection, while for case RFSC-LST OH radical tends to remain confined within
the cavity and further downstream.
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Figure 6: Temporal evolution of the production rates of OH for case RFSC-LST (left) and case
RFSC-HST (right).
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Figure 7: Temporal evolution of the production rates of H2O for case RFSC-LST (left) and case
RFSC-HST (right).
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case RFSC-LST case RFSC-HST

Figure 8: Iso-value surface of the OH filtered mass fraction colored by the filtered temperature (in
Kelvin) and fuel inlet tracer iso-surface ξ̃ = 0.5 in light grey. Back side: OH mass fraction.

One of the main characteristics of the cavity stabilized combustion mode is that the reaction
zone is anchored at the leading edge of the cavity and spreads into the main flow at an approximately
constant angle, whereas for jet-wake stabilized mode the reaction zone is stabilized upstream of the
cavity and the leading edge is curved. These results appear to be similar to the ones previously
obtained by Lin et al. [17], Mathur et al. [21], and Micka [22] for cavity-stabilized combustion mode,
as it can be verified in Figure 9.

Figure 9: Comparisons between flame luminosity adapted from Micka [22] (top) and averaged heat
release rate (bottom). Left: cavity-stabilized mode RFSC-LST. Right: jet-wake stabilized mode
RFSC-HST.

Since a non-negligible amount of chemical reaction takes place rather far downstream of the fuel
injection, it would be interesting to discriminate the contributions of premixed and non-premixed
(i.e., diffusive) combustion modes in this peculiar geometry.

To this purpose, a premixedness index is considered. It is defined as follows:

ζp =
1

2
(1 + nF · nO) (12)

where nF denotes a normal unit vector associated to the molecular diffusion flux of the fuel, while
nO is the one related to oxygen. These normal unit vectors can be determined directly from the
molecular diffusion velocities, i.e., V F and V O, as suggested by Buttay et al. [7], or approximated
by the species mass fraction gradients, as early proposed by Takeno and coworkers [34], which is
fully consistent with a Fickian representation of molecular transport.
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As it is defined above, the value of this premixedness index is expected to approach unity for
premixed combustion conditions and zero for diffusive ones. It should be noted that, as previously
discussed in reference [20], there exist special situations where the representativeness of such a
premixedness index can be questioned. However, despite these limitations, it should be emphasized
that it is very easy to evaluate and remains largely used to proceed with a preliminary inspection
of partially-premixed combustion characteristics.

This index is presently evaluated with nF = ∇ỸF /
∥∥∥∇ỸF

∥∥∥ and nO = ∇ỸO/
∥∥∥∇ỸO

∥∥∥ for both
cases RFSC-LST and RFSC-HST. The post-processing of ζp confirms that, in both cases, the contribu-
tions of premixed and diffusive modes are both significant. A premixed flame structure develops in
the vicinity of the leading edge of the wall-mounted cavity and supports the diffusive combustion
contribution. Figure 10 presents the PDF of the premixedness index ζp at various times t = 1.1 ms,
1.2 ms, 1.3 ms, and 1.4 ms for a volume restricted to 0.001 ≤ ξ ≤ 0.999 and featuring non-negligible
values of the heat release rate.
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Figure 10: PDF of the premixedness index ζp

Finally, since there is a non-negligible amount of chemical reactions that take place in a premixed
combustion mode, the present study is ended by an analysis of the turbulent premixed combustion
regimes. These regimes are analysed in the standard combustion diagram of Barrère and Borghi [3, 4]
using the normalized length scale ratio Lt/δ0L and normalized velocity ratio uRMS/S0

L as the relevant
set of coordinates. Turbulent time and length scales are estimated on the basis of the homogeneous
isotropic turbulence (HIT) assumption, uRMS =

√
2k/3 and Lt = u3RMS/ε, with k = ρu′′i u

′′
i /(2 ρ) the

turbulent kinetic energy and ε its dissipation rate.
The unstrained laminar premixed flame characteristics are estimated from the local conditions

at the pressure, temperature, equivalence ratio, and temperature of the corresponding unburnt mix-
tures. The corresponding quantities S0

L and δ0L are calculated at each point under the following
conditions: (i) the point lies inside a zone where the probability to have a premixed flame structure
remains larger than a given threshold value (10% here) and, in terms of mixture fraction or corre-
sponding equivalence ratio, (ii) the value of ξ remains within a range where the propagation of a
premixed flame may occur, i.e., within the lean and rich flammability limits.

From Figure 11 one can notice that, for both cases, there is a large variability of premixed
combustion regimes, including wrinkled flamelets, thickened-wrinkled flames, thickened flames, and
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Figure 11: Premixed turbulent combustion diagram based on the Borghi-Barrère coordinates [4].

even possible incursions in laminar flame combustion regimes. For the case RFSC-LST, most of
the points are located in the vicinity of the flamelet regime, between the Klimov-Williams limit
(Ka = 1) and the horizontal line corresponding to uRMS/S

0
L = 1.0. There is also a very small

amount of points featuring a non-negligible heat release rate that are located in the thickened flame
region. In case RFSC-HST, it is remarkable that the characteristic values of the heat-release rate
(HRR) are significantly higher. The location of these points characterized by larger HRR values
tends to spread towards the thickened-wrinkled and thickened flame regimes, which correspond to
smaller Damköhler number and larger Karlovitz number values. Non-negligible finite-rate chemistry
effects come into play.

5 Conclusions and future works

Flame stabilization mechanism and turbulence-chemistry interactions are studied for a jet in a
supersonic crossflow (JISCF) of vitiated air delivering hydrogen upstream of a squared cavity. The
conditions are relevant to experiments previously conducted at the University of Michigan [22, 24].
The computations are performed with the high-performance computational solver CREAMS [18, 19]
and makes use of a recent immersed boundary method (IBM) algorithm [5]. The present set of
computations is conducted within the LES framework and the wall-adapting local eddy (WALE)
model is retained as the subgrid-scale viscosity closure. Several criteria are used to check the
computational resolution, especially near the walls, which are represented through an IBM, where
some efforts have been spent to capture the flow as accurately as possible. The use of the WALE
model allows to satisfactorily recover the behavior in the buffer layer that separates the logarithmic
zone from the viscous sublayer.

Depending on the inlet vitiated airstream temperature, two stabilization modes are recovered:
cavity-stabilized regime and jet-wake stabilized regime. In the cavity stabilized combustion mode,
combustion is anchored at the leading edge of the wall-mounted cavity and spreads into the main
flow at an approximately constant angle, whereas jet-wake stabilized combustion takes place di-
rectly downstream of the fuel injection, i.e., upstream of the cavity. In this respect, it seems worth
mentioning that different averaged streamline flowfields – not reported for the sake of conciseness –
have been obtained for cavity and jet-wake stabilization modes. For high operative temperatures,
combustion primarily takes place in the jet-wake stabilization mode while, for lower operative tem-
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peratures, the cavity stabilization mode is obtained. This is fully consistent with the experimental
results of Micka and Driscoll [23]. For intermediate values of the operative temperature, some os-
cillations between the two modes are expected and it would be interesting to run complementary
numerical simulations at these intermediate operative temperatures so as to understand how these
oscillations may happen and how long each stabilization mode is active. The analysis of combustion
regimes confirms the occurrence of highly turbulent premixed flame conditions. In this respect, a
perspective for future works concerns the representation of turbulence-chemistry interactions and
the resort to modelling proposals suited to such conditions. This is the matter of our current work
following the previous efforts done in this direction by Moule et al. [25] and Techer [31].
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