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Abstract: A k'-order accurate wall treatment is investigated for high-order Godunov-type finite
volume schemes based on k-exact polynomial reconstructions in each cell of the primitive variables
via a successive corrections procedure of the derivatives. We focus more specifically on the 1-
exact and 2-exact schemes, which offer a good trade-off between accuracy and computational
efficiency. In both cases, the reconstruction stencil is modified at the boundaries. Additionally,
information about wall curvature is taken into account by introducing bicubic Bézier patches for
the reconstruction of the wall faces. The benefits of the proposed numerical treatments are shown
up for two inviscid cases, namely the flow past a Gaussian bump and the subsonic flow around a
circular cylinder.
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1 Introduction

In the context of Computational Fluid Dynamics, high-order finite volume schemes are praised for their
ability to provide high-fidelity solutions of challenging configurations including for example flow unsteadiness,
boundary layers separation or steep gradients.

A widely studied family of high-order schemes, initially introduced by Barth and Frederickson [1, 2]
and Vandersbilck and Deconinck [3], is represented by the so-called k-exact schemes. These combine high-
order piecewise polynomial reconstructions of the solution and its derivatives over mesh cells and high-order
formulae for the calculation of flux integrals [4, 5, 6, 7]. In previous work [6, 8, 7], an efficient successive-
corrections procedure for computing high-order approximations of the solution and its successive derivatives
was introduced and assessed against several steady and unsteady flow configurations [7], showing its capability
of ensuring high-order accuracy on fully unstructured grids.

However, for practical reasons, the reconstruction stencil is simplified at solid walls. Moroever, the wall
surface is approximated with polygonal faces, introducing a spatial error of order O(h?), h being the mesh
size [9]. These two features can prevent the scheme to reach its nominal order of accuracy in certain flow
configurations with critical wall phenomena or with curved boundaries [10].

Additionally, near-wall flow regions, which are characterized by strong gradients (boundary layers, shock/
boundary layer interactions, heat transfer), exhibit low local values of the Reynolds and Mach numbers. A
degradation of the accuracy of Reynolds Averaged Navier-Stokes (RANS) method has been observed for low-
Mach configurations [11] due to the inability of compressible solvers to reproduce flows in the incompressible
limit [11].

In the aim of progressing toward a more accurate representation of wall bounded flow configurations
with curved boundaries, an improved wall treatment is investigated in the present paper. Firstly, a high-
order composite representation of the wall with bicubic Bézier patches [12, 13, 14| is added to the solver and
employed to calculate the geometrical moments required to integrate the fluxes in our methodology. Secondly,
a low-Mach correction is introduced to recenter the upwind scheme in near-wall region, thus improving the



accuracy in the incompressible limit. Thirdly, a methodology for enriching the reconstruction stencil in the
vicinity of solid walls consistently with the existing scheme is proposed.

The present developments are implemented within the industrial code FLUSEPA!, developed by the
European aerospace company Ariane Group to model all the phases of flight of a space launcher such as
takeoff, stage separation, and reentry [15]. The solver can simulate tridimensional, unsteady, compressible,
viscous and reactive flows loaded with particles over bodies in relative motion. A CHIMERA-like strategy
based on 3D intersections coupled with an Adaptive Mesh Refinement module [16] is used to deal with
complex geometries.

This article is organized as follow. In Section 2, the baseline spatial solver implemented in FLUSEPA is
recalled. In Section 3, the surface model chosen to account for boundary curvature and its implementation
within the solver are described. A low-Mach recentering model is proposed and explained in Section 4.
Near-wall discretization is investigated in Section 5. Numerical validations on selected inviscid and viscous
cases are presented and discussed in Section 6. Conclusions and perspectives for future work are made in
Section 7.

2 Numerical scheme

In this Section, the current-point spatial discretization schemes [6, 7| are recalled in the inviscid flow case.
Let g(x,t) be a variable verifying a set of conservation equations of the form

dqg = B
E—FV-F—O. (1)

where F' denotes the flux function of gq.
Following a cell-centered finite volume approach, the domain is divided into N non-overlapping cells
(25)seqn,npy of volume [Q;| and cell center x; = ﬁ foJ xdV. The computational variables are the

averaged values
1
;= —— dv. 2
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Integration of Eq. (1) on Q; and application of Gauss’ theorem yields

1%l + Y [ P Q

with Ak the interface between cell J and its neighbour K, P the total number of neighbours of J and n
the local outward-pointing normal.
The solver consists in three steps, following the pattern of k-exact schemes [1, 2|:

e Reconstruction of the solution in each cell;
e Flux integration along the faces;
e Advance in time.

Two temporal schemes are implemented for time discretization in the code. The first one is an explicit
second-order Heun scheme with consistent local time stepping [17]. The second one is an implicit scheme
of order 1 used in combination with an iterative Generalized Minimal Residual Method (GMRES) [18] to
solve the linear system along with a Newton algorithm for convergence. Advance in time is not detailed any
further since it would be beyond the scope of the present paper (see [8] for more details).

1Registered trademark in France with number 134009261



2.1 Solution reconstruction

To reconstruct the solution in a given cell 2 to the k*" order, a Taylor expansion of order k at the cell
centroid x; is performed. For a third-order reconstruction

a(@) = 4; + DOy - (@ — ;) + ;DPg; o (@ — ;) © (z — 25)] + O(HY) ()

with DM g and D¢ the gradient vector and the second derivatives tensor of ¢. Index j refers to pointwise
value at x;. e is the contracted product and ® is the tensor product.

A classical method to determine a reconstruction is to solve the system of Eq. (4) such that the derivatives
verify conservativity relations in a least-squares sense [19, 20]. Such method has the drawback to be sensitive
to mesh irregularities [21].

The reconstruction procedure used in this work is described below. In the following, call s(J) the direct
neighbourhood of cell 27, comprising the cells Qx that share a common edge with €, and Q itself.

2.1.1 Linear reconstruction of the solution

For a second-order accurate reconstruction, we need to calculate g; at second order and D(l)qj at first order.
For this purpose we construct a 1-exact reconstruction operator for the gradient ’Dgl) [@] ;- In this notation:

e the italic font means that the function is a linear approximation operator;

the index letter refers to the reconstruction stencil. Here it is J, hence the operator is defined on s(J);

G = (Gxes(s)) are the averaged variables of the conservative variables on the stencil s(.J). The left and
right brackets in [g] means that the gradient is constructed as a function of these variables;

the exponent refers to the derivation order. Here the operator approximates the first derivatives
(solution gradient);

the index number refers to the accuracy order. Here we are looking for a 1-exact [7] operator on s(.J),
i.e. such that L
va € 5(J), DIV [d), (x) = DVg() + O(h). (5)

In the solver, the reconstruction is applied to the primitive variables because it is a more robust choice
than to apply it to the conservative ones. For each primitive variable ¢, an average ¢ is defined, which can
be expressed as a function of the averaged conservative variables. Reconstruction of § from the conservative
variables in the k-exact framework is described in [7]. For a second-order accurate reconstruction, we want

7=q+0(h?). (6)

which is directly obtained by definition of q.

To compute the gradient, a technique based on a modification of the Green-Gauss method is used |7, 8].
Gauss’ theorem is applied to the exact gradient to bring back the problem to the calculation of surface
integrals, which are then approximated with a linear interpolation between the left and right averaged cells
values.

e R B e D@
IQJI//QJD 4@V |QJKZ_:1//AJK‘1 dS = D"Vq(z;) + O(h) (7)

||lzj — x|
|lzj — @r|| +[|zk — zr||

/ / ndS = (Brx + (1 — Br)T,) Assc, with Bic = c01 ()
Ask

with Ay = O(h?)nsk the surface vector of interface Ay, |Q;] = O(h?) the volume of cell J, and zr a
chosen point related to the interface called integration point. The choice of such a point will be discussed
in Section 3. Eq. (8) is not used for wall faces: the original solver sets Sx = 0 for these faces such that the



contribution of the wall is totally excluded from the recontruction stencil. This will be modified in Section
5.

The preceding approximation is not l-exact for all meshes and may become inconsistent for strongly

deformed grids. A l-exact gradient operator should satisfy the conditions

> kes() Wak = 0 (O-exactness) )

Kes(n (o (@ —x;)) Wik = a (1-exactness).

where (Wyk)kes(s) are weight vectors such that ’Dgl) [q, = EKGS(J) WikGy-
To construct the 1-exact gradient, we use a correction procedure, starting from a 0-exact approximation
obtained by combining Egs. (7) and (8):

PP, = - S (Brdx + (1 - BT Asx (10)

|21 Kes(J)

To recover consistency on general unstructured grids, a corrective operator is built, with associated matrix
M;i(J). The latter is called the simple correction matrix [8]. The correction matrix M;(J) for the linear
operator (10) is obtained by applying the conditions (9) to the canonical basis of the polynomials of degree
1 (x—zj,y—yj, 2z — z;). This gives

My ()P [q), = DSV [d, (11)

This leads to the so-called Quasi-Green 1-exact gradient operator

D [q), = M{'(J) ST (Brax + (11— Br)a) Ak, with Mi(J) = Y frAsx @ (ze—x;) (12)

1
€01
es(J) Kes(J)
with M, *(J) the inverse of matrix M;(J). Note that for cartesian meshes, M;(J) is the identity matrix.
This procedure corresponds to a second-order accurate representation of the variable.

2.1.2 Parabolic reconstruction of the solution

For a third-order accurate reconstruction we need to calculate g; at third order, D(l)qj at second order and
D(z)qj at first order.

First, the primitive averaged values ¢ must be computed to the third-order. A correction term Agq is
established using what has been done in part 2.1.1: details of this procedure can be found in [7].

Then, successive corrections of the derivatives are carried out. The 1-exact gradient operator (12) is
composed with itself, leading to an inconsistent approximation of the second derivatives in x;

D [q), = D [PV fal, | (13)

The consistency of the second-order derivatives approximate is restored on general meshes using the
linearity properties of the operator (13) and 2-exactness constraints (see [22]). This gives a third-order
tensor Ms(J), which depends on geometrical quantities of two levels of neighbours of cell J (neighbours of
J and their neighbours).

D [q], = My(J)"'DP [q), (14)

We then correct the 1-exact approximation gradient to increase its accuracy to the second order, by
calculating the truncation error between the exact gradient and its 1l-exact reconstruction operator. For
each component m € {1,3} of the gradient, a geometrical matrix Hy(J),, is calculated, which depends only
on quantities of the cells of the direct neighbourhood s(J):



@@ )m

(DN ) = (DY @) ) — DD o Hi(J)m +O(H?) (15)
with D(z)qj given by Eq. (14). This procedure leads to a third-order polynomial of the variable.

2.2 Flux integration

Flux integration along face Aj is achieved by using a one-point integration formula, based on a Taylor
expansion to the third order:

0 1 1 2
/A F-ndS=Fr-8Y +DVYF; -8 + sDPFire 8T +oh*) Ak (16)
JK
where xr is the integration point and where SX’JLL are the surface moments of order m of the interface A g

st =[] (@—ar)rnds me 0.1.2) (a7)
JK

Surface moments are tensors of order m which are fundamental to the solver and should size in O(h™).
Calculating these quantities and the location of the integration point in order to reflect accurately the shape
of the boundary when curvature is present is the object of Section 3. Note that Eq. (16) is different from
the classical choice of Gauss points to integrate fluxes.

For a third-order reconstruction process, we need Fir at order 3, D(l)Fl]_" at order 2 and D(Z)F|p at
order 1.

These approximations are obtained by solving a Riemann problem at the interface Ajx. Left and
right values of the variable are given by the solution reconstruction and derivative approximates established
previously, following a MUSCL-type approach [23].

Figure 1: Discretization stencil at the wall and curved wall face for the: (a) 1-exact reconstruction scheme;
(b) 2-exact reconstruction scheme.

3 Wall curvature

Taking into account the wall curvature is essential for high-order boundary treatment. In the baseline
implementation of FLUSEPA, boundary faces are represented by flat faces?, introducing a second-order
spatial error compared to the actual surface [9]. However, the approximation of the physical surface has to
be at least of the order of the numerical scheme to ensure the nominal order of accuracy close to the wall

2More precisely, triangular faces are used. Quadrangular faces are treated by being split into two triangles.



[10]. In the case of parametric surfaces using a polynomial basis, and for a third-order accurate scheme, the
polynomials have to be at least of degree two.

For this purpose, we use the geometric module BSHAPE developed by INRIA [14], which generates from
a surface mesh a composite surface made of bicubic Bézier patches.

A bicubic Bézier patch is a parametric polynomial surface of degree three originated by De Casteljau and
Bézier [12] around the same time. Given a set of 16 control points (Pi;)ie{o,1,2,3},je{0,1,2,3}, the equation of
the Bézier patch is given by f(u € [0,1],v € [0,1]) = Z?:o Z?:O B} (u) B (v) Pij, where (B})reqo,3) are the
Bernstein polynomials of degree three [13].

BSHAPE module is based on a point normal interpolation meshing strategy [24]: the patches are gener-
ated with the points coordinates and associated normals of the mesh. The model ensures G1 continuity, i.e.
tangent plane continuity, between the patches.

Y

X

Figure 2: (a) Representation of a Bézier patch; (b) Control points (P ;);c[1,3)),je[)1,3)] and middle point @,
generated by the solver for the wall faces of the bump test case

The module has been incorporated in FLUSEPA. The geometry routine selects the wall faces and the
side faces sharing an edge with the wall faces, and generates a set of control points corresponding to a patch
for each wall face (see Figure 2 ). The composite surface is not directly seen by the solver, that is, a new
mesh is not created, but the information about the patches, namely the control points, is used to integrate
the boundary geometric quantities required for the scheme introduced in Section 2. The surface moments of
the wall faces are derived by integrating analytically the constitutive equation of the patch. Then volume
moments and centroids of the boundary cells are deduced by the application of Gauss’ theorem.

This strategy was tested on simple configurations for which the analytical equation of the surface is
known, such as a parabolic channel and a sphere. Geometrical moments of order 0 (cell volume), 1 and 2
were calculated and a decrease of the geometrical error from 1 up to 2 orders of accuracy was observed.

In addition to computing more accurately the geometrical quantities, flux integration on curved wall faces
needs further modifications.

In the original solver, the integration point xr is constructed to minimize the first-order error in the flux
integration: xr is chosen so that the associated surface moments of order 1 are orthogonal to Ay . Conse-
quently, the first-order error in the normal face direction njx = HﬁJﬁH cancels out by construction.

||A$K| ffAJKSC’ndS "MK
||A§K T Jf4,, ymdS) -nyx (18)

HAiK| ffAJKzndS “NIK

Ir =

In case of a flat face, n is constant equal to n ji thus xr is the center of gravity of the face and lies on the
face. However, when the face is curved, n is not constant: xr is not equal a priori to the center of gravity
of the face. More importantly, it does generally not lie on the face.



In case of a curved wall, flux and its derivatives needed in Eq. (16) are evaluated at a particular point
of the patch. In a first approach, the middle point of the patch @, is chosen (point of the patch with
parameters u = 0.5 and v = 0.5). This is not a problem for the error generated during the flux integration,
as long as the flux and its derivatives are approximated to the required order of accuracy. Concerning the
resolution of the Riemann problem at the wall, the local normal at point @,, is used instead of the integrated
normal nyg.

The radius of curvature is also computed for each patch and will be used in Section 5 for the pressure
boundary condition. In two-dimensional space, any twice differentiable curve can be locally approximated
by a circular arc whose radius is called the radius of curvature. In three-dimensional space, several types
of curvatures can be defined. In the present work, we consider the normal curvature associated to a given
direction. The tangential velocity (generally non-zero for Euler cases) is calculated at the middle point of the
patch, and the radius of curvature R associated to this vector and to the normal at this point is estimated
(see Chapter 19 of [13]).

4 Low-Mach recentering

Boundary layers being characterized by low-speed flow, constructing a compressible scheme accurate at
low-Mach numbers appears as an important condition to deal with complex wall phenomena. In a pioneer-
ing article, Volpe [25] investigated the performances of compressible codes at very low-Mach numbers and
observed that some of the codes suffered from a lack of accuracy in the low-Mach regime.

Some specific spatial configurations are exempted from this accuracy problem. Non-linear Godunov-type
schemes do not exhibit low-Mach inaccuracy on 1D grids, and on 2D (resp. 3D) grids with triangular (resp.
tetrahedral) cells [26, 27, 28]. Such a result is however only proved for periodic or unbounded spatial domains
[26].

By adimensionalizing the Euler equations with two different time scales and expanding the variables in
power of the Mach number, two limit solutions are deduced for low-speed flows [29]: an incompressible one
and an acoustic one which corresponds to fluctuations of the flow. These limits are both physically relevant
and generally coexist.

Guillard and Viozat [30] and Guillard and Murrone [31] showed, by means of asymptotic analysis, that
the order of the pressure fluctuations are responsible for the limit to which the solution of the scheme will
converge to :

{ P = Py + O(M?) in the incompressible limit (19)
P = Py + O(M) in the acoustic limit

Rieper [32] pointed out that a too important normal jump of velocity in the Riemann problem at cell
interfaces leads to an incorrect pressure scaling.

A review of the main strategies to address the low-Mach problem for compressible flows is given in [29].
The goal of all these curative solutions is to remove the acoustic perturbations. Preconditioning techniques,
initially inspired by Turkel’s approach [33] are used to derive initial data that permit to recover a correct
scaling of the pressure fluctuations, as given in Eq. (19) [32, 31, 30, 34].

In the present work, a low-Mach recentering approach is chosen, which consists in adapting the numerical
viscosity of the scheme to suppress the unwanted acoustic part of the solution. This procedure is justified
by a physical approach in the next Section.

4.1 Derivation of the recentering functions on pressure and velocity for a Godunov-
type Riemann solver

In this Section, a linearized version of the governing equations is considered as a prototype for investigating
the behaviour of numerical schemes in the low-Mach number limit and developing suitable corrections for
our Riemann solver.

In the low-Mach regime, the non-linear part of the Riemann solver is negligible compared to its linear
part. We can thus study the linearized Euler equations along with a linear Riemann solver to understand
the low-Mach problem.



To simplify the demonstration, we consider the isentropic Euler equations, for which the pressure is a
single-valued function of the density

S () —
s+ Ve (pu) =0 (20)

au
ot

and inject first-order perturbations of a steady flow p = po + p’, u = ug + u’ and P = Py + ¢%p’ into Egs.
(20), ¢ being the speed of sound. This yields to the linearized Euler equations:

+div(pu @ u) + VP =0

oP' - -

5 +ug- VP + poc®V-u' =0 1)
21

' —— 1S pr

W—i—grad(u Juo + -VP' =0

In the following, the prime symbol will be dropped to alleviate the notations. Eqs. (21) are then integrated
on 2 in a finite volume approach, and Green-Gauss theorem is applied:

dP;
|QJ\TJ + > (w0 Syk)Pr+ poc® Y pur - Syjx =0

s (22)

u
|QJ‘d7tJ + >k (uo - Syk)ur + p%ZKPFSJK =0

where Pr and ur are the pressure and velocity values at the interface point @r. For simplicity, we assume
that time integration is performed using the first-order forward Euler scheme. Then the system (22) can be
written again as

(23)

{ Pyt :Piyf%ZK(“O‘SJK)PEL*POCQ%ZK“?'SJK

n+l _m At . n_ At 1 n
Uy _uJ_\QJ|ZK(u0 Ssk)ut \QJ|pOZKPFSJK

We denote My = % the interface Mach number in the direction normal to face JK. P and uf
can be calculated with a classical first-order Godunov scheme [35]:
If |MJK| Z 1 then:

Zf MJK 2 1 then:

Py =Py (24)
up = u’}
else if Mjx < —1 then: o
Pyt =Py (25)
up = upx
If |MJK|S1 then:
Pr o pn o
pp = PR o — )
— 4 26
n_ W7 tuk 1L (pn_ pn (26)
Ur = 5 + 2poc(PJ —PK)nJK

In low-Mach configurations, the calculation of the interface values is close to what is done in Egs. (26),
even when a non-linear Godunov solver is used. We see that these two equations are composed of a centered
term and of the equivalent of an upwind term whose role is to stabilize the solution through numerical
dissipation. Consequently, the loss of accuracy observed in the incompressible limit is due to these "upwind"
terms, which become too strong when the Mach number approaches to zero. This motivates the idea of
recentering these terms with some recentering functions that will be noted 7,/15 k for the pressure equations
and %, for the velocity equation:

Pr4PT _
Pp =t 4 2yl (ul — ul) nuk

T o (27)
u? = J 2 K + Q/Jlocwqu(PF - P}é)nJK



Two natural conditions on the functions 1/)5 x and Y%, can be derived from physical arguments. Firstly,
the two functions must be comprised between zero and one, since their role is to decrease the upwind term
without changing its sign in the normal direction n ;. Secondly, 1/}5 x and ¥Y% - must be continuous functions
of the normal Mach number Mk, and they must allow to recover the classical Godunov scheme for Mach
numbers greater than one:

1
1
i (28)
1

In order to find suitable expressions for ¢¥, and ¥%,, relations (24), (25) and (27) are plugged into (22).
After calculations, a linear expression valid for all Mach numbers is finally obtained:

n+1 __ I At n At n At ey 2y
Py = Pr = 51551 > Py + 21,1 2k oxsPg — PoC31q,] >k (Aukul + Axsuk) ok

Uj = uj — 2@5\;K(%K@— ax uy) = 2‘?{” Yk ((byru] —bruf) o) nk (29)

— a1, e w (Bix PF + By PR)nax

ayk = c||Syk||maxz(0,2M 7k, My + Y )

Ak = c||Ssk||lmaz(0,min(2,1+ V1))

Bir = c||Ssk||maz(0,min(2,1 + Mk T%.)) (30)
bix = cl|Syx||maz(0, 05 — | Myk])

ajx = c||Syrl|lmaz(0,2M k)

Here index JK refers to the left of the interface A x and index K J to the right of the same interface. Note
that MK] = _MJK.

Another important condition for the solver is to remain stable for all Mach numbers. More precisely, we
look for a strong stability condition given by the positivity of the scheme: the linear scheme (29) is positive
if and only if all its constant coefficients are positive. Finding this conditions is not straightforward because
the upwind approximation for the pressure (resp. velocity) in (29) is composed of a pressure (resp. velocity)
term plus a coupled term with velocity (resp. pressure).

To circumvent this difficulty, (29) is rewritten in terms of the acoustic pseudo-eigenfunctions ®(k) =
P + pcu - k, with ||k|| < 1. Under the assumption that there exists a direction k which cancels out the
coupling terms in Egs. (29), the positivity of the scheme can be derived by considering only the non-coupled
coefficients of the scheme.

This leads, on the one hand to the following conditions on ¥4, and ¥%,

Wi > 1
. 31
{ Wl > min(1,| M) (1)

which finally gives

{ VY > 1= 0%, =1 (no recentering required on the velocity) (32)

min(l, |MJK|) S \I/§K § 1

On the other hand, a stability condition on the time step At is obtained for the first-order Godunov
scheme:

2 ;

At < =
=T E:K(C||SJK'||777,G,(E(07 2M iy, My + 1) + C|| ZK SJKmax(O, min(2, Mk + 1))”

(33)

We observe that conditions (32) obtained for the present recentering functions are coherent with other re-
centering procedures proposed in the litterature. Rieper applies the recentering function ¥ = min(1, | M x|)
to the Roe scheme [32]. Dellacherie also recenter the pressure gradients in the Godunov scheme in his so-called
All Mach scheme [36].



In addition to the recentering function W' (M;x) = min(1,|Mk|), another function that tends contin-
uously to 1 for Mjx =1 and verifies condition (32) has been tested:

1
Ul (M) = 34
1 (M) 1 —min(1, |Mk|) +min(1, |Mk|)? (39)

The function ¥ is used in the present work within a Godunov-type solver using a MUSCL approach
(see Section 6). U and W! are represented in Figure 4.1. Note that the condition on pressure of the system
(32) imposes that the pressure recentering function is above the blue curve in Figure 4.1 for Mk € [0, 1].
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Figure 3: Representation of the functions U¥ (blue curve) and ¥¥ (red curve) for M € [0,1.5]

5 Near-wall discretization

5.1 Numerical strategy

In this part, the 1-exact and 2-exact reconstruction schemes presented in Section 2 are modified by enriching
the reconstruction stencil and adapting the successive-corrections procedure. We will assume here that a
Dirichlet boundary condition gp(x € 9) is prescribed at the wall. Other types of boundary conditions and
strategies for boundary conditions approximation will be discussed in part 5.2.

The baseline solver of FLUSEPA does not take into account the wall in the polynomial reconstruction of
the solution variables (the parameter 8 introduced in Section 2 is set to 0). The corresponding stencils used
respectively for the second and third-order schemes for a boundary cell £2; are shown in Figure 1.

To account for the wall contribution in the approximation of the derivatives, we introduce a ghost cell
Qw which corresponds to the wall boundary condition of the cell 2;: it is not an average quantity but is
calculated as a pointwise value in our methodology. Let s*(J) = s(J) U Qw be the extended neighbourhood
of ;. Note that s*(J) = s(J) when Qj is inside the domain.

To build a second-order polynomial representation of the variable ¢ that uses the boundary conditions,
the Quasi-Green gradient must be extended: as in Eq. (7), we want

/ /A ndS = (Bwa(@w) + (1 — fw)T)) Asw + O™ Asw (35)

If we perform a Taylor expansion of the Dirichlet function at any point of the wall face xw € A w in
the integral ffAJW gndS, we obtain a relation of the form of Eq. (35) with Sy = 1. Moroever, when the
wall face is flat and xw is the center of gravity of the face, the approximation is second-order accurate
(m = 2) and the Green integral is consistent even without the correction matrix M;(J). On general grids,
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however, this integral is only first-order accurate (m = 1) and thus no longer consistent with the Green Gauss
method. However, by nature of the Quasi-Green approach, the consistency of the overall gradient operator
will be restored thanks to the simple correction matrix M (J), if this matrix is corrected accordingly, giving
a matrix M7 (J) that satisfies the 1-exactness consistency condition of Eq. (9):

Mi(J) = . > BrAsk @ (wk — x;), with By =1 (36)

Il &
In the end, the enriched 1-exact gradient operator ’D’f(l) is

1

D:(l) [Q]J _ ]\41*—1('])m

> (Brtx + (- Br)7) Ak (37)

Kes*(J)

with the notation gy = qw.

To build a second-order polynomial reconstruction of the solution variables, the strategy is not as straight-
forward. Indeed, as can be seen in Figure 1 (b), the Quasi-Green operator ’DI(U [@]; can not be applied
twice since gradients in the neighbourhood of €2 ; are missing.

We apply the enriched gradient operator and its associated correction matrix whenever possible, and keep
the baseline approximation otherwise. With this choice, the initial inconsistent approximation of the second
derivatives is obtained by applying the original 1-exact operator ’Dgl) to the modified operator ’D;(l):

D;?(q, = D [PV [, (38)

The correction matrix Ms(J) is modified in a similar way and a matrix M3 (J) is derived.

Then, the geometrical matrices (H1(.J));eq1,33 of Eq. (15) giving the truncation error between the exact
gradient and its 1-exact representation are changed into (H{(.J));cf1,31 by adding a wall contribution where
Bw = 1 and taking the volume moments for cell Qy null.

This strategy to improve the accuracy of the k-exact reconstruction in boundary cells can be theoretically
perfom for any order of exactness k by applying the original derivative operator successively (’DI(I) is only
used for the first step of the composition). However, one critical requirement must be satisfied for the
strategy to be consistent : for a k-exact reconstruction, the boundary value g(xw ) must be known at least
to the order k£ + 1.

5.2 Boundary conditions

In the numerical strategy presented in part 5.1, we assumed that a Dirichlet condition was prescribed at
the wall. In practice, multiple situations can happen for a variable ¢: imposed value at the wall (Dirichlet
boundary condition), imposed gradient (Neumann boundary condition) or no information available at the
wall. When curvature is taken into account, a specific physical boundary condition can be derived for the
pressure in the Euler case, which consists in using the normal momentum equation verified for the Euler
equations at the wall [37]:

OP pui,,
on\w R
with R the local radius of curvature of the wall face (which depends on the tangential velocity at the wall
point and on the corresponding normal as explained in Section 3) and w¢qn the tangential velocity magnitude.
As was said before, an essential requirement for the strategy of part 5.1 to be consistent is that the
boundary value ¢(xw ) is known at least to the k + 1" order for a k-exact reconstruction scheme.
If a Dirichlet boundary function is given at the wall, we can directly use it to enforce the value g(xw ).
In the case for which nothing is known about the variable at the wall (for instance for the temperature
in the Euler case), then one can only rely on the extrapolation from the inside of the domain. A Taylor
expansion is performed to the required order of accuracy, in which the derivatives approximations at point
x; at the previous time are used:

(39)
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k
n _ 1 «()n—1_
aw, =45 + Z ZT’Dk:(—l)l ! ;- (zw — wj)®l + O(hk+1) (40)
=1 "

where n is the current time. This method is acceptable for steady cases, but is not suitable for general
unsteady cases. If the flow is unsteady, an assumption on time evolution of the wall values should be added
to make the method consistent in time. The simplest condition to begin with is to enforce %Ii = %IW to
correct the wall value. Since only steady cases are considered in the following, this strategy has not been
implemented in the present paper.

Assume now that a Neumann condition g—Z(w € 09) = DWq(z) - n(x) is prescribed at the boundary.
We choose to calculate an equivalent fictitious value at the wall q%d to fall back into the Dirichlet case.
This way multiple definitions of the correction matrices are avoided: such a method would be possible but
cumbersome and costly, and even more as the order of the reconstruction increases. An additional constraint
in this situation is to have a single definition of the wall point. Since any point can be chosen in the
Dirichlet case to get consistency with the M; (J) matrix (see part 5.1), we choose the point w = &N whose
corresponding normal vector to the local surface is colinear to n — ;.

For a k-exact reconstruction scheme, the fictitious value q{;d must be calculated to the k" order of
accuracy. A Taylor expansion to the k' order is performed. Since only the gradient is known at the wall,
the other derivatives are taken at the previous time and projected in the local normal direction. Thus, a
correction of the spatial value in time would be necessary for an unsteady configuration as was explained
before.

The last situation is the case for which the boundary condition on a variable is known partially. Here,
a strategy based on a Taylor expansion using the derivatives at the previous time is again performed, along
with an extrapolation for the unknown part. This can be applied for example to the slip condition in the
Euler case, where a Dirichlet-type condition is prescribed for the normal velocity, but no information is given
on the tangential velocity.

6 Numerical results

6.1 Inviscid flow past a smooth Gaussian bump

To assess the models presented in the present article, we first consider an inviscid flow within a channel with
a smooth Gaussian bump. The inflow Mach number is M = 0.5 and the inlet flow angle is equal to 0. Left
and right boundaries are respectively a subsonic inflow and a subsonic outflow (with imposed pressure), and
the upper and lower boundaries are slip walls. Entropy, which should be constant in the flow field, is used
as an indicator of the quality of the simulation since the analytical solution is unknown.

Figure 4 compares the entropy error for the 2-exact reconstruction scheme on a mesh having 80 wall faces
along the bump. Spurious entropy generation is observed downstream of the bump, which is significantly
reduced when adding the curvature model. In the rest of the domain where curvature is smaller, entropy is
already correctly computed by the baseline method.

A mesh convergence study is carried out for the entropy error, using grids of 400, 1600, 6400, 25600 and
102400 cells, corresponding respectively to 40, 80, 160, 320, and 640 wall faces along the bump. Results are
provided for the l-exact and 2-exact reconstruction schemes, by comparing the baseline solver, the solver
with curved boundaries, and the solver with curved boundaries and an enriched stencil at the wall.

Grid convergences for the l-exact and 2-exact reconstruction schemes are shown in Figure 5 and 6
respectively.

For the scheme with 1-exact reconstruction, we see that the convergence slope when adding the curvature
model to the scheme increases compared to using the unmodified scheme. However, the entropy error reduc-
tion is low. This is not surprising: as it was stressed before, the spatial error introduced when approximating
curved surfaces with flat faces is of order 2. Yet, the approximation of the boundary should at least represent
the real boundary with the same order of accuracy as the discretization scheme [10]. Here the original scheme
with 1-exact reconstruction exhibits a convergence of order 2 at most, as can be seen in Figure 5. Even if
the Bézier patches approximate the wall with third-order accuracy, the gain is expected to be small when
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Figure 4: Inviscid Gaussian bump: entropy error generated downstream of the bump with the 2-exact scheme
(a) with no modification; (b) with the wall curvature model

this only improvement is used in the solver.

When using the model with extended stencil in boundary cells along with curved walls, much larger improve-
ments are obtained: the entropy error drops and the convergence slope is again increased. The information
at the wall is accurate enough thanks to the inclusion of curvature and of a proper handling of boundary
conditions (even if the information available at the wall for the Euler equations is limited), and is used
consistently to calculate a 1-exact approximation of the gradient.

For the scheme with 2-exact reconstruction, satisfying results are obtained with the curvature model,
which approximates the physical surface with a spatial error of order 3. The entropy error is reduced and
more importantly, the convergence slope is significantly increased with this model (getting closer to third
order in Ly norm).

In Figure 6, the error convergence is also reported with respect to the L., norm, corresponding to the
maximum local error in the domain. Accuracy improvements are even bigger in this norm, confirming the
importance of using a curvature model to enhance the scheme accuracy near curved walls, where the error
is preponderant.

When considering the curvature model coupled with the parabolic reconstruction with a more symmetrical
stencil in boundary cells, no significant gain is observed. This is due to the fact that the boundary information
in Euler is quite limited (a lot of quantites must be extrapolated) and is thus not sufficient to improve the
overall parabolic reconstruction of the solution, contrary to the l-exact scheme for which the first-order
approximate gradients are significantly improved.

6.2 Subsonic flow around a circular cylinder

The two-dimensional inviscid test case of the flow around a circular cylinder is chosen to validate our low-
Mach model. The advantage of this case is that an analytical solution is available in the incompressible
regime, given by the well-known potential flow around a circular cylinder:

ur,ref(ry 9) - Uoo(l — ;%)508(9) (41)
u@,ref(ra 9) = _Uoo(]- + %)Sln(e)
Pes(r,0) =P, + Loz (Qﬁ (20)fﬁ) (42)
ref\T, = o 2/) 50 TZCOS -

where #oo, = Uy e, and P, are the freestream velocity and pressure, and rq is the radius of the cylinder.

The computational domain is = [rg,r1] % [0,27], with 7o = 0.5 and r = 5. Simulations are first
performed on a fixed mesh of 7500 cells (50 cells in the radial direction, 150 in the azimuthal direction),
composed of a far field and of a slip wall boundary condition for the cylinder. Four different Mach numbers
approaching the incompressible limit are studied: M = 10~!, 1072, 10~3 and 10~*. The incoming velocity
Uy is set to Uy, = Me, with ¢ the speed of sound.
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Figure 5: Inviscid flow past a bump: mesh convergence of the Ly norm of entropy error on the bump test
case with the different models, for the 1-exact reconstruction scheme

log(h) log(h)

255 235 215 195 175 155 135 -2,55 2,35 -2,15 -1,95 1,75 -1,55 1,35

-2,3

-3
—O— No modification —O— No medification

=0 With curvature mode|
—0— with curvature mode|

-2,8

g log(Err)
(Linfinity
norm)

log(Err)
(L2 norm)

-3,8

-4,3

Figure 6: Inviscid flow past a bump: mesh convergence of the entropy error, 2-exact reconstruction scheme.
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The Ly norm of the pressure error 6P = P — P, is investigated for several wall treatments: baseline
solver, solver with low-Mach recentering, solver with curvature model for the wall faces, and solver with both
curvature and low-Mach recentering. The results are reported for the 1-exact scheme in Table 1 and for the
2-exact scheme in Table 2. In order to take into account the proximity to the incompressible regime when
comparing each simulation to the analytical solution, 0P is scaled by pUZ2 , instead of being normalized by
P,.s as it is generally done (see [32] for instance).

When using the 1-exact reconstruction scheme (Table 1), we see that the baseline solver gives acceptable
results at M = 10~ for the pressure error, similar to the one obtained by using the low-Mach correction.

However, for M = 1072 or lower, the baseline scheme error increases as shown in Figures 8 and 9.
Morever, the pressure error do not converge well at M = 1074,

Introducing the low-Mach correction improves the results significantly, both in terms of accuracy and of
convergence. The error of the corrected scheme is several orders of magnitude lower than the baseline one
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Ma BS BS + LM BS + C BS +LM + C
10T [ 1.12%x10°% [ 1.86x107% [ 7563 x 10°° 7.96 x 10~°
1072 1233%x103 [ 1.52x107* | 23 x 1073 482 x 1075
1073 [ 1.08x 1071 [ 231 x 107% [ 9.32 x 102 6.53 x 10~°

10 (226107 | 510

Table 1: Pressure error §P scaled with pU2 , using the l-exact scheme. BS = Baseline Solver, LM =

Low-Mach recentered scheme, C = Curvature model, gray cell : did not converge well.

Ma BS BS + LM BS + C BS + LM + C
1077 [ 344 x107° [ 346 x10°° | 333 x10°° 3.38 x 1075
1072 | 1.65x 107* [ 1.19 x 107° | 1.62 x 10~* 1.12x 107 °
1073 [ 272%x 1073 | 251 x 107 | 267 x 1073 | 2.45 x 107
103 2x1072 |[337x107°[1.99x10°2| 3.34x10°

Table 2: Pressure error §P scaled with pUZ2, using the 2-exact scheme. BS = Baseline Solver, LM =
Low-Mach recentered scheme, C = Curvature model, gray cell : did not converge well.

for M =1073 and M = 10~4.

Levels of the rescaled pressure error with the recentered scheme remains the same for all considered
Mach (see Table 1), which is an expected feature showing the ability of the recentering strategy to solve the
low-Mach accuracy problem of our compressible solver. Indeed, with the choice of scaling § P with pUZ2,, an
acceptable error is supposed to remain of the same order for all Mach numbers: when the Mach number
decreases, (P — Py.y) decreases (because we are closer to the incompressible regime) and U, decreases too
such that (P — Py.y) is scaled by a smaller quantity (linked to the incompressible Bernouilli formulation):

Similar behaviours are obtained for the 2-exact scheme (Table 2) with the low-Mach recentering scheme.
In this case however, the baseline scheme is more accurate and introduces smaller errors even without low-
Mach correction. As a consequence, the benefit of low-Mach recentering is less significant. Once again,
we stress the importance of introducing the curvature correction in conjunction with high-order schemes.
Curvature corrections not only reduce the overall error levels but also alleviate the checkerboard oscillations
that can appear in the error [38].

Lastly, a mesh convergence study is made in Figure 7, for the 1-exact and 2-exact reconstruction schemes
for a fixed Mach number of M = 1073, on three grids of respectively 456, 1850 and 7500 cells with the low-
Mach scheme on the one hand, and with the low-Mach scheme coupled with the curvature model on the other
hand. For the l-exact reconstruction scheme, second order is retrieved, and the coupling of the low-Mach
and curvature models yields to a slightly increase of the order of accuracy. For the 2-exact reconstruction
scheme, third-order is retrieved. However, again, coupling the low-Mach with curvature models have only a
slight effect on the overall accuracy of the simulation.

remains of the same order.

consequently

7 Conclusions

An improved treatment of the near wall regions is investigated for a family of k-exact Godunov-type schemes,
with focus on the 1-exact and 2-exact reconstruction schemes.

Firstly, a high-order composite representation of the wall based on bicubic Bézier patches is incorporated
into the solver. The computation of geometrical quantities is modified close to the wall to conform to the
patches, notably the volume moments, surface moments and integration points essential to the reconstruction
and to the flux integration.

Secondly, a recentering technique based on the normal Mach number is used to modify the Riemann
solver used to calculate the convective fluxes. The scheme remains unchanged for Mach numbers above one
and is recentered for Mach number lower than one, which makes the changes consistent with the original
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Figure 7: Mesh convergence study for the subsonic cylinder, at M = 1073, with § P scaled by P,.;. BS: Base-
line solver, LM: Low-Mach recentered scheme, C: Curvature model

method.

Thirdly, a numerical strategy is presented to enrich the stencil with the boundary information in the
reconstruction procedure. The flow variables are evaluated at a wall point xyw whose normal is colinear to
the direction ; — zw (x; being the boundary cell centroid). This allows to apply the same methodology
to Dirichlet-type boundary conditions and to Neumann-type boundary conditions. In the latter case, a
fictitious Dirichlet value is derived at the wall point by means of a Taylor expansion in the wall normal
direction. For the 2-exact scheme, the approximate gradient operator with enriched stencil is applied only
one time in the successive-corrections procedure, and correction matrices are modified in a similar way. In
all cases, flow variables have to be determined at the wall point with at least the same order of accuracy as
the reconstruction.

The proposed improved schemes are assessed against to inviscid flow problems, namely, the flow in a
channel with a Gaussian bump and the flow past a circular cylinder.

The results show that, in all cases, accounting for wall curvature improves the solution accuracy signifi-
cantly. The benefit is larger for the 2-exact scheme, which includes more geometrical information. Conversely,
low-Mach corrections are more influential for the more dissipative 1-exact scheme, although improvements
are observed at all orders. Enriching the reconstruction stencil close to the wall also leads to solution
improvements, but less significant than the two former corrections, especially for the 2-exact scheme.

As future work, the approach will be applied to viscous flows, with focus on the near-wall treatment of
the viscous fluxes.
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Figure 8: Pressure error levels and contours, M = 1072. Entire domain at the left, focus (zoom) on the

cylinder at the right. Top : Baseline solver , middle : solver with low-Mach recentering , bottom :

with low-Mach recentering and model of curvature.
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Figure 9: Pressure error levels and contours, M = 10~%. Entire domain at the left, focus (zoom) on the
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