SFC based multi-partitioning for accurate load balancing of CFD simulations
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\textbf{Abstract:} In the context of multi-physics simulations on unstructured and heterogeneous meshes, generating well-balanced partitions is not trivial. The computing cost per mesh element in different phases of the simulation depends on various factors such as its type, its connectivity with neighboring elements or its layout in memory with respect to them, which determines the data locality. Moreover, if different types of discretization methods or computing devices are combined, the performance variability across the domain increases. Due to all these factors, evaluate a representative computing cost per mesh element, to generate well-balanced partitions, is a difficult task. Nonetheless, load balancing is a critical aspect of the efficient use of extreme scale systems since idle-times can represent a huge waste of resources, particularly when a single process delays the overall simulation.

In this context, we present some improvements carried out on an in-house geometric mesh partitioner based on the Hilbert Space-Filling Curve. We have previously tested its effectiveness by partitioning meshes with up to 30 million elements in a few tenths of milliseconds using up to 4096 CPU cores, and we have leveraged its performance to develop an autotuning approach to adjust the load balancing according to runtime measurements. In this paper, we address the problem of having different load distributions in different phases of the simulation, particularly in the matrix assembly and in the solution of the linear system. We consider a multi-partition approach to ensure a proper load balance in all the phases. The initial results presented show the potential of this strategy.
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\section{Introduction}

Larger supercomputers allow the simulation of more complex phenomena with increased accuracy. Eventually, this requires finer geometric discretizations with larger numbers of mesh elements. In this context, and extrapolating to the Exascale paradigm, meshing operations such as generation, deformation, adaptation or partition, become a critical issue within the simulation workflow. In this paper, we focus on mesh partitioning. In particular, we present some improvements carried out on an in-house parallel mesh partitioner based on the Hilbert Space-Filling Curve.

In the context of multi-physics simulations, the partition of the mesh determines the work load to be executed by each parallel process. In general, a proper partition consists of a well-balanced distribution, which also minimizes the communication requirements among parallel processes. Communications produce an overhead which degrades the scalability of the algorithm. On the other hand, the load imbalance may not degrade the overall parallel performance, as long as the slowest parallel process shows good parallel efficiency, but derives on idle time of the faster parallel processes. In many cases, the waste of resources produced by
the imbalance can be much worse than the communications overhead.

Mesh partitioning is traditionally formulated as a graph partitioning problem, which is a well-studied NP-complete problem generally addressed using multilevel heuristics composed of three phases: coarsening, partitioning, and un-coarsening. Publicly available libraries such as ParMetis [?] or PT-Scotch [?] implement different variants of them. These libraries provide parallel mesh partitioning but with a limited performance and a decreased quality of partitions in some cases [?]. On the other hand, geometric partitioning techniques obviate the topological interaction between mesh elements and perform its partition according to their spatial distribution. A Space-Filling Curve (SFC) is a continuous function used to map a multi-dimensional space into a one-dimensional space with good locality properties. The idea of geometric partitioning using SFC consists in mapping the mesh elements into a 1D space and then easily divide the resulting segment into equally weighted sub-segments. A significant advantage of the SFC partitioning is that it can be computed very fast and it is easy to parallelize, especially when compared to graph partitioning methods. However, while the load balance of the resulting partitions can be guaranteed, the data transfer between the resulting subdomains, measured in terms of edge-cuts in the graph partitioning approach, cannot be explicitly measured and thus neither be minimized.

In this paper, we present improvements on the SFC-based mesh partitioning algorithm that we have previously presented in [?]. On that work, we showed some computing experiments performed on the Blue Waters supercomputer, from the National Center for Supercomputing Applications (NCSA) at the University of Illinois (U.S.A). We demonstrated that a mesh of 30M elements can be partitioned in few cents of seconds using up to 4K CPU-cores. We asserted as well that the solution achieved is independent (disregarding round-off errors) of the number of parallel processes used to compute it. We have leveraged the performance of the partitioner to develop an auto-tuning approach to adjust the load balancing according to runtime measurements. With this approach we avoid the overwhelming problem of generating a representative formula to approximate the computing cost of each element in different conditions. We show some illustrative results of this approach on Section ???. In this paper, we address the problem of having different load distributions in different phases of the simulation, particularly in the matrix assembly and in the solution of the linear system. We consider a multi-partition approach to ensure a proper load balance in all the phases. We present some initial results that will be extended in the conference presentation.

The SFC based partitioner developed in this paper and the physics solvers used in the test cases are both integrated into Alya [?, ?]: the high-performance computational mechanics code developed at the Barcelona Supercomputing Center. The physics solvable with the Alya system includes incompressible/compressible flow, solid mechanics, chemistry, particle transport, heat transfer, turbulence modeling, electrical propagation, etc. Alya aims at massively parallel supercomputers [?]; its parallelization includes both the MPI and OpenMP frameworks, as well as heterogeneous system options including accelerators. Alya is one of the twelve simulation codes of the Unified European Applications Benchmark Suite (UEABS) of PRACE and thus complies with the highest standards in HPC.

The structure of the paper is as follows: Section 2 contains a short overview of the Hilbert SFC; in Section 3 we summarize our in-house algorithm for parallel partitioning based on the Hilbert SFC. Section ?? contains the auto-tuning strategy to optimize the partition according to runtime measurements. Section ?? presents some initial estimations of the benefits achievable with the multi-partitioning approach. Finally, general conclusions are outlined in Section ??.

2 Hilbert Space Filling Curve

A Space-Filling Curve (SFC) is a continuous function used to map a multi-dimensional space into a one-dimensional space with good locality properties. There are many possible definitions of SFC based on different mapping options, among them the well-known Peano [?] and Hilbert [?] approaches. Sagan et al. [?] give a complete overview of the different versions. In this paper, the Hilbert SFC is selected for its good locality preservation, however, switching to another mapping option would be straightforward in our implementation.

The Hilbert SFC is defined using a geometric recursion. For the 2D case, on the $p$th level of the recursion a discrete function is obtained:

$$h : \{1, \ldots, 2^{2p}\} \rightarrow \{1, \ldots, 2^p\}\{1, \ldots, 2^p\}$$  \hspace{1cm} (1)
determining the ordering of the curve through a $2^p \times 2^p$ Cartesian grid. We represent the four initial steps of this recursion in Figure 1 (top). On the first step, the curve has a \( \sqcap \) shape traversing a $2 \times 2$ grid. On the second step, we refine this curve so that it traverses the $4 \times 4$ grid. Then, we decompose this $4 \times 4$ grid into four $2 \times 2$ sub-grids, where the curve takes the shapes \( \sqcup, \sqcap, \sqcup \) and \( \sqcap \), respectively. Following a specific refinement pattern for each of these basic $2 \times 2$ shapes, we obtain the third level, and we continue this process until we achieve the desired level of refinement. Therefore, the process of generating a Hilbert curve consists in recursively applying a specific refinement pattern to each of the basic $2 \times 2$ shapes generated at each level of the recursion. In other words, the SFC recursion is determined by the decomposition applied to each of the former $2 \times 2$ shapes.

We can implement this algorithm by cyclic lookups to two arrays: the first storing the orderings which define the basic $2 \times 2$ shapes, the second its refinement patterns, also referred as orientations. Luitjens et al. provide details of this implementation approach. The 3D case follows the same idea: here, we define the basic shapes on $2 \times 2 \times 2$ sub-grids. We depict the first four steps of the 3D recursion in Figure 1 (bottom). Note that a Hilbert SFC definition extends to any rectangular or cubic domain by using a grid with $2^p$ elements on each axis. Besides, the grid does not necessarily have to be uniform.

We also can generate a Hilbert SFC in parallel following a multilevel approach. An initial coarse grid is defined, and the SFC-index of each of its elements, hereafter referred as coarse bins, determines the rank of the parallel process continuing the recursion within it. If the proper orientation is followed within each coarse bin, the resulting SFC generated in parallel is the same that would be obtained sequentially. This process is illustrated in Figure 2. The parallel generation of an SFC has two advantages: it is faster than the sequential version, and, since there is more memory available, a higher level of refinement can be achieved. This second aspect determines the granularity of the balancing process.

3 Overview of the SFC based mesh partitioning algorithm

We illustrate the principal steps of the SFC-based mesh partitioning algorithm in Figure 3. The idea is straightforward. We start by defining a grid on a bounding box containing all the mesh elements. Then, we associate a weight with each bin of the grid according to the elements that it contains. Finally, we traverse the grid following the SFC ordering and, each time we reach the target weight per subdomain, we create a new subset of the partition.

We explain in detail the parallel version of this algorithm in previous works. The two-level strategy adopted consists in defining a coarse grid within the bounding box that encloses the geometry, and then perform an SFC partition within each coarse bin separately. Two ingredients are necessary:
Figure 2: Hilbert SFC parallel generation. a) Initial coarse grid definition, b) orientation of each parallel process to continue the recursion, c) recursive generation of SFC in each parallel process.

Figure 3: Sequential algorithm for mesh partitioning using the Hilbert SFC. a) Embed mesh in a Cartesian grid, b) Define weights of the grid bins, c) Traverse grid in the SFC order and define subdomains.

- The generation of a Hilbert SFC in parallel, obtained as the result of joining the local SFCs generated within each coarse bin (as described in Section 2);
- Define a partition in each coarse bin such that the resulting overall partition is coherent.

We illustrate this parallelization strategy in Figure 4. In this particular example, we divide the mesh into five parts employing four parallel processes. We associate each MPI rank to the coarse bin with the same SFC-index. Therefore the overall SFC traverses the domain in ascending order of MPI rank. In these conditions, if a parallel process obtains: i) the total weight accumulated in the SFC grid; and ii) the weight accumulated on the previous coarse bins (i.e., lower MPI ranks); then it can generate a local partition coherent with the global one. For example, in Figure 4, the process with rank 2, having the aforementioned information, generates a local partition that completes the second subdomain and starts the third one.

We outline the steps of the parallel partitioning algorithm in Algorithm 1. For more details, we invite the reader to read our previous publication [2]. As initial condition, we assume that the mesh cells are distributed among $P$ parallel processes. Regarding the data transfers, there are three collective communications. In step 1 a MPI_Allreduce communication is used to evaluate the limits of the bounding box enclosing the mesh. In
step 2 a **MPI_Alltoall** is used to set up the communication requirements for the bins weight redistribution and, finally, in step 3 a **MPI_Allgather** is used to obtain the weight distribution across the coarse bins on each parallel process. Moreover, two point-to-point communications are necessary: to redistribute the weight of the bins (step 2), and to obtain the result on each parallel process according to the elements it initially holds (step 5). As explained in the following subsection, for the range of experiments carried out on Blue Waters supercomputer (using up to 4K CPU-cores and for meshes with up to 30M elements), the computation of the partition is dominated by the cost of the point-to-point communications of steps 2 and 5.

**Algorithm 1** Parallel SFC-based partitioning

1. Definition of the bounding box and the Cartesian grids to be used
2. Evaluation and redistribution of fine-grid bins weight
3. Gather the coarse-grid weights distribution on all processes
4. Local partition based on SFC
5. Redistribution of the result of the local-bins partition
6. Infer mesh partition

Apart from round-off errors, the sequential and parallel executions of the algorithm produce the same partition if the fine grid resulting from joining the local grids is the same than the one used for the sequential partition. However, since a larger grid can result in a better-balanced partition, with the parallel execution, we can produce more accurate results. We observe an opposite behavior with graph partitioners, where sequential and parallel results are generally different, and the parallelization can worsen the result [?].

Finally, re-partitioning and load balancing based on SFC have a compelling advantage: the partition adjustments consist in moving the cutting points along the 1D segment defined by the SFC. Therefore, changes occur in the extremes of the sub-segments obtained from the former partition and, in general, most of the mesh elements remains in the same subdomain. In this way, Adaptive Mesh Refinement (AMR) frameworks [?] can exploit well this property.

**Performance issues**

As mentioned above, we presented in our previous publication [?] a set of numerical experiments carried out on the Blue Waters supercomputer. We considered two meshes used in production simulations. The first one was the simulation of a sniff flow in the respiratory system [?]. The associated heterogeneous and anisotropic mesh was composed of 17.7M cells. Figure 5 depicts the details of this case study. The second case under consideration was the numerical simulation of a swirling combustor [?]. The associated mesh, composed of prisms, tetrahedral, and pyramids has 28.9M cells. The CPU-cores used for the numerical experiments ranged from 8 up to 4096. In both cases, we observed that, at increasing the number of MPI threads, the computing costs become dominated by the point-to-point communications required in the steps 2 and 5 of
Figure 5: Geometric discretization of the respiratory system (left). Streamlines colored by velocity magnitude and iso-surface of Q-criterion pointing by arrows in the nasal cavities and throat (right).

Figure 6: Strong speedup of the initial version of the partitioning algorithm and two optimizations: overlapping communications and computations (opt1), overlapping and initial redistribution (opt2). Mesh of the respiratory system (17.7M).

Algorithm 1, which end up representing around 90% of the execution time. Nonetheless, the executions were fast; we could perform both partitions in less than 50 milliseconds on 4096 CPU-cores. On the light of these results, we focused on the optimization of the two redistribution steps. We considered two ideas:

- Overlapping of communications and computations. In the redistribution performed on the step 2 of Algorithm 1, the object of redistribution are the contributions to the SFC grid bins weight. Therefore, if the same bin contains two mesh elements, their contribution is summed up by the source process before sending it to the corresponding target, i.e., the process accounting for the portion of the bounding box where such bin is located. In our initial version of the algorithm, we first evaluated the collisions. Then, we shared the communication requirements between the parallel processes (MPI_Alltoall). Finally, we performed the point-to-point communications. The optimization consisted in overlapping the evaluation of collisions with the point-to-point communications. For this purpose, instead of sharing the exact communication requirements, we used an upper bound of them that we can evaluate in advance [?].

- Intermediate redistribution to reduce communications costs. Note that in the point-to-point communi-
<table>
<thead>
<tr>
<th>#CPU</th>
<th>initial version</th>
<th>opt. 1</th>
<th>opt. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.31</td>
<td>1.37 (104%)</td>
<td>1.37 (104%)</td>
</tr>
<tr>
<td>64</td>
<td>0.31</td>
<td>0.33 (106%)</td>
<td>0.33 (106%)</td>
</tr>
<tr>
<td>512</td>
<td>0.18</td>
<td>0.078 (43%)</td>
<td>0.071 (39%)</td>
</tr>
<tr>
<td>4096</td>
<td>0.20</td>
<td>0.28 (140%)</td>
<td>0.037 (18%)</td>
</tr>
</tbody>
</table>

Table 1: Partitioning time (sec.) with different optimizations of the partitioning algorithm. Opt. 1: overlapping communications and computations. Opt 2: overlapping + initial redistribution. Respiratory system mesh (17.7M).

communications data corresponding to all of the mesh elements is potentially moved. The initial distribution of elements may come from a parallel read of the mesh file, and then the bin weight contributions are redistributed according to its spacial location. So it represents a 3D communication pattern, in contrast to the 2D interface updates used to operate with a field in a domain decomposition. We recall that we do not send the elements, but the contributions to bin weights. Therefore, the higher the number of collisions of elements in the same bin, the less data needs to be transferred. To foster this situation, we interleaved an initial redistribution of mesh elements between subsets of processes using the MPI_Alltoallv function. The objective was to group elements of the same region favoring collisions. This optimization reduced the communication requirements for the overall point-to-point redistribution and also reduced the communications contention derived from the anisotropy of the mesh.

We illustrate the strong scaling of the initial algorithm and the two optimizations in Figure 6. Note that we directly applied the second optimization on the algorithm resulting from the first optimization. The respective computing times are presented in Table ??.

The overlapping strategy (blue line) improved the scalability up to 512 CPU-cores but was not helpful with 4096 CPU-cores, where the computation time becomes insignificant versus the communications and there is no room for the overlapping. On the other hand, the data redistribution proposed in the second optimization reduced significantly the cost of the point-to-point communications producing a relevant performance improvement up to 4096 CPU-cores.

4 Auto-tuning the Compute Load Balance of Partitions

As we have argued before, evaluating an accurate estimation of the computing cost associated with the mesh elements is an overwhelming problem. Many factors may influence the compute time of a single mesh element, such as its type, its topological interaction with other elements of the mesh, its layout in memory with respect to its neighboring elements, the characteristics of the device being used, etc. Our approach to adjust the partition consists on measuring its compute time during runtime and balance the load accordingly.

Let \( N \) be the number of mesh elements, and \( P \) the number of subsets or subdomains desired for the partition. The objective number of elements for the \( i'\)th subset of the partition, noted as \( W_i \), is defined as

\[ W_i = c_i^k \frac{N}{P} \]  

where \( c_i^k \) is the correction coefficient derived from runtime measurements in the \( k'\)th optimization step. Initially the coefficients \( c_i^0 = 1 \), for all the subsets. We define the coefficients for the following steps in two sub-steps. First the coefficients \( c_i^{k+1} \) are defined as

\[ c_i^{k+1} = c_i^k \left(1 - \alpha_i\right) + \alpha_i \bar{t}_i \]  

\[ \forall i \in \{1, ..., P\} \]  

where \( t_i \) is the elapsed time spent by process \( i \) on the part of the execution being considered, \( \bar{t} \) is the average time for all processes and \( \alpha \) is a relaxation factor. Note that this relaxation factor can be different for each partition. We use this to "froze" the partition subsets which elapsed time is close to the average. For example
we can use the following criteria

\[ \alpha_i = \begin{cases} 
0, & |1 - \frac{t_i}{\bar{t}}| < 0.02 \\
0.5, & |1 - \frac{t_i}{\bar{t}}| \geq 0.02.
\end{cases} \]

In this case, the coefficient correction remains unmodified for the partition subsets with a deviation with respect to the average lower than 2%. Finally we need to ensure that the sum of the correction coefficients is \( P \) such that \( \sum_i W_i = N \). In order to rescale the values of \( \tilde{c}_k^{i+1} \), we use the following definitions. The \( \Omega_a \) defined as

\[ \Omega_a = \{ i : \alpha_i \neq 0 \} \tag{4} \]

are the partition subsets being adjusted, and \( C_a \) and \( C_f \) defined as

\[ C_a = \sum_{i \in \Omega_a} \tilde{c}_i^{k+1} \]
\[ C_f = \sum_{i \notin \Omega_a} \tilde{c}_i^{k+1} = \sum_{i \notin \Omega_a} c_i^k \]

are the sum of the coefficients of the partition subsets being adjusted and the sum of the ones remaining to be fixed, respectively. Then, the scaling factor for the coefficients adjusted is

\[ \Gamma = \frac{N - C_f}{C_a}. \tag{6} \]

Therefore, the coefficients are defined as

\[ \tilde{c}_i^{k+1} = \begin{cases} 
c_i^k, & i \notin \Omega_a \\
\Gamma \tilde{c}_i^{k+1}, & i \in \Omega_a
\end{cases} \]

Figure ?? shows the elapsed time spent by each parallel process on the matrix assembly phase of the time integration. This result corresponds to the case illustrated in Figure 5, executed using 384 CPU-cores. A significant imbalance is observed across the parallel processes with both the partitions generated with METIS (red line) and SFC (black line). In this case the imbalance comes from the mesh heterogeneity. The blue line presents the result after 10 iterations of the partition optimization algorithm described above, note that most of imbalance has been canceled. Figure ?? (left) shows for the same case the maximum and average time between all processes for the successive iterations of the optimization algorithm. We observe how the maximum time converges to the average and thus the imbalance is significantly reduced. In particular, the initial imbalance (evaluated as maximum time divided by the average) is 1.53 and, after 12 iterations, it reduces to 1.02. Finally, Figure ?? (right) compares the cost of an overall time-step for three different partitions: the METIS and SFC partitions without optimization, and the SFC partition obtained after the auto-tuning process. We observe that the non-optimized SFC partition outperforms METIS in some cases but performs similarly for 192 CPU-cores. However, when we add the auto-tuning process the resulting partition outperforms the METIS one by a percentage ranging between 15% and 20%.

5 Preliminary results of the Multi-Partitioning Strategy

Numerical simulations can be structured in different repetitive phases. In particular, in the respiratory system simulation under consideration, the time integration is divided in different time-steps which in turn can be divided into two main phases, the matrix assembly and the linear solver. Both phases have different computing signatures. The assembly is based on three nested loops where the outer loop traverses the elements of the mesh and does not require any communication. The linear solver is dominated by the sparse matrix vector product kernel and requires both point-to-point and all-reduce communications. This dissimilarity on the computing signatures makes it difficult to generate a well-balanced partition for the two phases simultaneously. We consider in this work a multi-partitioning approach where an specific partition
Figure 7: Normalized time per rank, defined as the elapsed time per rank divided by the average time across all ranks, for the assembly phase of the respiratory system simulation (28.9M elements mesh). Simulation performed using 384 CPU-cores. Comparison between METIS partition (red), non-optimized SFC partition (black) and optimized SFC partition (blue).

Figure 8: Left: maximum and average time across all ranks for the different iterations of the optimization algorithm. Right: Ratio of the time-step cost for the optimized SFC (blue) and non-optimized SFC (black) vs METIS. Mesh of the respiratory system (28.9M).

is carried out for each phase. Figure ?? shows an initial estimation of the benefits of this approach for the respiratory system simulation using 192 CPU-cores. Three optimization criteria (on the X axis of each facet) are compared, the first one considers the imbalance of the assembly phase, the second one the solver
considering as a baseline the partition optimizing the overall time-step, the partition optimized for the assembly reduces its cost by 6.5%, while the partition optimized for the solver reduces its cost 2.3%. Combining the best partitioning for each phase might bring lower the overall time step cost by 6.1%. In this case, if a single partition is used the best choice is the one optimized for the assembly because this phase represents 65% of the time step.

![Figure 9: Elapsed time accumulated over a total of 15 time-steps and for the corresponding assembly and solver phases. In blue the estimated total time for and ideal multi-partitioning implementation. Mesh of the respiratory system (28.9M).](image)

### 6 Concluding Remarks

In this paper, we have presented some improvements carried out on an in-house geometric mesh partitioner based on the Hilbert Space-Filling Curve. An overview of the parallel algorithm has been presented detailing the critical aspects to be considered for performance. This algorithm has been previously tested on meshes with up to 30M elements in the Blue Waters supercomputer, where the partitions are calculated in few tenths of milliseconds. We took advantage of the low cost of the partitioning process to develop an iterative auto-tuning strategy to improve the quality of the partitions, in terms of load balancing, from real measurements of the corresponding parallel execution. This iterative strategy and some preliminary results have been presented in this manuscript. Considering a simulation of the respiratory system on a heterogeneous unstructured mesh of 30M elements, we show how the imbalance is reduced from 50% to 2% in twelve iterations of the auto-balance algorithm.

Finally, we address the problem of having different load distributions in different phases of the simulation, particularly in the matrix assembly and in the solution of the linear system. We consider a multi-partition approach to ensure a proper load balance in all the phases. A first estimate of the benefits of this strategy has been evaluated for the partition of the aforementioned 30M mesh in 192 parts, the reduction of the time per iteration is \(\approx 6\%\). This study will be extended in order to better discern the suitability of this strategy.
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