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Abstract: F-16 Fighting Falcon fighter aircraft developed by General Dynamics , which is in
the Turkish Air Force (TAF) inventory, has been selected for the project. Real dimensions are
used in the selected fighter aircraft canopy geometry, and it was simplified in detail and made
suitable for creating a mesh structure. Unstructural mesh structure is applied on canopy geometry.
Computations are performed at three different Mach values. These values are Mach 0.65, Mach
1.05, and Mach 1.45. Since aerodynamic and characteristic properties are different for each Mach
value, calculations are made separately. As a result of these calculations, three different mesh
types are created and the mesh structure suitable for each Mach value is used in the computations.
Three different turbulent models are performed for each Mach value. These turbulent models are
Wilcox k-ω, Shear Stress Transform (SST) k-ω Reynold Average Navier Stokes (RANS) models;
and Detached-Eddy Simulation (DES) model. Unsteady numerical fluid flow results are used for
aeroacoustic signals. Aeroacoustic results are obtained using the Ffowcs Williams-Hawkings (FW-
H) and Fast-Fourier Transform (FFT) post processing methods. Then, the computation results
obtained these two different post processing methods for the same points are compared.

Keywords: Canopy, Numerical Algorithms, Computational Fluid Dynamics, Turbulence Modeling,
Aeroacoustics.

1 Introduction
The physics of aircraft noise production shows that acoustics is actually a sub-branch of aerodynamics.
In addition to the thrust force of the aircraft, which is an aerodynamic force and is the main source of
aircraft noise, the noise generation mechanism is closely connected with aerodynamic phenomena due to
the aerodynamic noise generated in the boundary layer surrounding the moving aircraft [24].

The noise properties of civil and military aircraft operations are distinct. The difference in noise from
a fighter aircraft and civil jet aircraft is easily heard. The operations of fighter aircrafts pose a significant
noise problem. The turbulence generated in high-speed jet flows is responsible for the dominant noise
associated with high-performance military engines. The jet engines that power the fighter aircraft are
often operated at off design conditions; thus, producing shocks in the jet plume. The component of
broadband shock associated noise is produced in addition to the turbulent mixing noise. Thus, jet noise
can have multiple components [6, 23]. There are three situations with high noise impact: 1) Settlements
or communities around land and naval bases where fighter aircraft; 2) Crew located near the fighter
aircraft, which takeoff at maximum power; and, 3) Pilots inside the fighter aircraft canopy. The first
situation pertains to noise in the far field, while the second and third represents noise in the near field
[23].

The other source of noise is the aerodynamic noise generation in the boundary layer of the airplane
as it moves through the air. The noise inside the cockpit and is high during the operation of a fighter
aircraft. Turbulent boundary layer noise of fighter aircraft canopy is the second most important source
for noise, which underlies the fuselage noise problem and distracts the pilot in fighter aircrafts. Even,
in high speed fighter aircraft the aerodynamic noise may contribute 95 percent of the noise energy
and might become the practical limiting factor rather than the engine noise. The frequency spectrum
and energy of the boundary layer noise and general aerodynamic noise were affected by the sound
transmission characteristics ofthe fuselage wall. The peak energy in the spectrum apparently shifts to
higher frequencies as the velocity increases. They may go up to 150 dB but are easily attenuated by
the fuselage wall. In the cockpit of certain fighter aircrafts sound pressure levels around 130 dB were
recorded at an airspeed of 223.5 meter per second [24].
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Pilots also carry on radio communication, which increases their noise exposure. The speech intelligi-
bility of the radio communication is a significant safety parameter, and, in order for it to be improved,
cockpit noise should be minimized and the noise attenuation of flight helmets and headsets maximized
[18]. Turbulent boundary layer noise of fighter aircraft canopy is a subject that needs further research
and study. The motivation for this study is to define the problems and bring materials sciences into
the work, paving the way for low-noise aeroacoustic configuration designs for both the pilot and the
fuselage. The result of this paper can be used to lower the noise levels or improve the sound insulation
with minor geometrical changes and the use of different materials, and should lead up for a lot number
of calculations that can be applied to designs in an industrial setting.

Acoustic noise prediction theories for turbulent sources of sound have demonstrated successful in the
times past. However, their applications were mostly limited to elementary flow problems. Problems can
be solved by current Computational Aeroacoustics (CAA) methods even for very complex geometries
and it is possible to get good results by taking the impact of flow on propagation of sound into account.
In addition, numerical approaches of Reynolds Average Navier Stokes (RANS) equations ensure average
data to connected flows and efficient local knowledge in the matter of the surrounding non-uniform flow
for many geometries. Therefore, RANS can assist in the extension of statistical sound source modeling
beyond basic boundary layer flows to more sophisticated and general turbulent flow situations. The
computational solution is based on a transient RANS model for solve the time-averaged turbulence case
and a transient CAA method of the associated wide band noise case.

2 Problem Statement
In this study the RANS/Detached-Eddy Simulation (DES)/CAA methods are applied to make the
turbulent boundary layer noise of the fighter aircraft canopy. The computations made with different
turbulent models and post processing methods are compared to reach the optimum result for noise
estimations. The gains made can be applied to the actual work on the General Dynamics F-16 Fighting
Falcon aircraft that is chosen to be used. The noise in the turbulent boundary layer of the fighter
aircraft canopy geometry is computed in three flow regimes (subsonic, transonic, supersonic), to help
further studies for various noise situations.

Moreover, in this section, the canopy geometry in which the computations are made, the flight
conditions required for the computations, and the mesh structure applied on the canopy geometry are
explained.

2.1 Geometry
F-16 fighter aircraft developed by General Dynamics is selected to be used as as a result of literature
review and numerical aerodynamics and aeroacoustics review. The Computer-Aided Design (CAD) file
of the geometry was taken from the Istanbul Technical University (ITU) archive.

Figure 1: Full scale geometry of F-16 fighter aircraft and the canopy section used in the study

Some simplifications have been made to make the geometry of the F-16 fighter aircraft ready for
computation. The wings, horizantal tail, vertical tail, bombs, pitot tube, Conformel Fuel Tank (CFT),
engine and engine mounth are eliminated. Necessary corrections are made in the CATIA commercial
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software. The geometry is used in full scale dimensions. Simplifications and final geometry are given in
Figure 1.

2.2 Flight Conditions
The operational flight/ambient condition is the condition that makes up the longest portion of a fighter
aircraft’s mission envelope. Therefore, these conditions are mainly taken into account when creating the
mesh. The operational flight/ambient conditions are calculated at NASA’s "Air Viscosity Sutherland’s
Formula" webpage, given in Table 1.

Table 1: Properties of flight conditions

Flight conditions were determined to include three different flow regimes (subsonic, transonic, super-
sonic). When determining this scope, the following three situations were taken into account: 1) The
turbulent boundary layer varies in different flow regimes; 2) Differences in pressures and pressure distri-
butions occurring in different flow regimes; and, 3) Assisting further studies for various noise situations
as mentioned above. Since there was no control surface command, different angle of attack and side slip
angle in the analyses, the effects of flow regimes on the load, moment and difficulties encountered in
terms of control were not taken into account.

2.3 Mesh
The mesh applied onto the geometry is created using the Pointwise commercial software. The important
element in creating the mesh is to build the geometry with the minimum number of elements in order
to make the computation within the least amount of time. In addition, in order to model the boundary
layer velocity distribution in the most accurate way, the boundary layer mesh is placed on the geometry
with the "T-Rex" option enabled in Pointwise.

The boundary layer is the region where the velocity gradient is very high and the viscosity effects are
dominant. This region must be subdivided into much smaller elements than the rest of the geometry.
Since the flow is completely turbulent, the goal in the boundary layer network structure is to reduce the
element size to the smallest eddy size. The boundary layer mesh structure is modeled with the first layer
thickness and a growth coefficient with layers stacked on top of each other.

Figure 2: Boundary layer mesh structure near canopy section within detail

When calculating the boundary layer, the y+ value is used to find the thickness of the first layer.
This value is expected to be y+ ≤ 1, although there are different upper limits in the literature. The
most accepted value for viscous substrates is y+ < 5. However, in this project, the value of y+ is taken
as 200 to keep the mesh face count lower and avoid computational overload. The boundary layer mesh
structure is given Figure 2. The following equations are used to calculate the boundary layer thickness
and the length of first cell.

Cf =
0.074

Re1/5
, τwall =

CfρU
2

2
, Uf =

√
τwall

ρ
,∆y =

y+µ

Ufρ
, δ =

0.37L

Re1/5
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Figure 3: Mesh structure and sphere domian

Following the above formulas, unstructural mesh is applied to all surfaces on the F-16 fighter aircraft.
The domain for the geometry is determined and the sphere is chosen as the most suitable domain type.
The radius of this sphere is taken as 45 meters. The sphere area is covered with unstructural mesh. This
domain and mesh structure are given in Figure 3. Since the boundary layer thickness is different for each

Table 2: Properties of mesh structures

Mach value, computations are made on three different mesh structures. The properties of the created
mesh structures are given in Table 2.

3 Computational Methods
The background of the computation methods are the Navier-Stokes equations. The three-dimensional
unsteady form of the Navier-Stokes Equations were given below. These equations describe how the
velocity, pressure, temperature, and density of a moving fluid are related. These complex equations are
extensions of the Euler Equations and include the effects of viscosity on the flow. In theory, the equations
are a set of coupled differential equations which could be resolved for a specific flow issue using calculus
methods. However, in practice, solving these equations analytically is too difficult.

The Navier-Stokes equations consists of a time-dependent continuity equation for conservation of mass
[Eq.(1)], three time-dependent conservation of momentum equations [Eq.(2) for x-momentum, Eq.(3) for
y-momentum, Eq.(4) for z-momentum] and a time-dependent conservation of energy equation [Eq.(5)].
In the equations, the x, y, and z are spatial coordinates of some domain, t is the time, P is pressure, and ρ
is density. The u is velocity component in the x-direction, the v is velocity component in the y-direction,
and the w is velocity component in the z-direction. The q variables are the heat flux components and
Pr is the Prandtl Number which is a similarity parameter that is the ratio of the viscous stresses to the
thermal stresses. The τ variables are components of the stress tensor.
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∂ρ

∂t
+

∂(ρu)

∂x
+

∂(ρv)

∂y
+

∂(ρw)

∂z
= 0 (1)

∂(ρu)

∂t
+

∂(ρu2)

∂x
+

∂(ρuv)

∂y
+

∂(ρuw)

∂z
= −∂P

∂x
+

1

Re

[
∂τxx
∂x

+
∂τxy
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+
∂τxz
∂z

]
(2)

∂(ρv)

∂t
+

∂(ρuv)

∂x
+

∂(ρv2)

∂y
+

∂(ρvw)
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= −∂P
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1
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∂τxx
∂x

+
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∂y

+
∂τxz
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∂t
+

∂(ρuw)
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+
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+
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+
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+
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+
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(4)

∂(ETotal)

∂t
+

∂(uETotal)

∂x
+

∂(vETotal)

∂y
+

∂(wETotal)

∂z
= −∂uP

∂x
− ∂vP

∂y
− ∂wP

∂z
− 1

RePr

[
∂qx
∂x

+
∂qy
∂y

+
∂qz
∂z

]
+

1

Re

[
∂

∂x
(uτxx + vτxy + wτxz) +

∂

∂y
(uτxy + vτyy + wτyz) +

∂

∂z
(uτxz + vτyz + wτzz)

]
(5)

The terms found on the left side of the momentum equations are referred to as the convection terms
within the equations. Convection is a physical occurrence in a gas flow wherein a certain attribute is
conveyed through the organized movement of the flow. The components situated on the right side of the
momentum equations, which are multiplied by the inverse Reynolds number, are known as the diffusion
terms. Diffusion is a physical occurrence that takes place in a gas flow where a certain attribute is
conveyed through the random movement of gas molecules. The process of diffusion is connected to the
stress tensor and the viscosity of the gas. Turbulence and the formation of boundary layers are the
consequences of diffusion in the flow.

All computations are performed in OpenFOAM, an open source software. OpenFOAM has an exten-
sive range of features to solve anything from complex fluid flows involving chemical reactions, turbulence
and heat transfer, to acoustics, solid mechanics and electromagnetics.

The density based implicit transient solver with Wilcox k-ω, SST k-ω RANS turbulence model and
SST k-ω DES turbulence model are used for the computations. Implicit, second order, transient, bound-
edness, and conditionally stable Crank Nicolson numerical computation method is used as time scheme.
Limited Gaussian linear method is used as the gradient scheme. In addition, second order, unbounded
Gauss linear upwind method by using upwind interpolation weights with an explicit correction based on
the local cell gradient is chosen as divergence scheme.

The libAcoustics library is used in the aeroacoustic solutions obtained by the Ffowcs Williams-
Hawkings (FW-H) post processing method in OpenFOAM. A commercial software, ANSYS Fluent,
is used for aeroacoustic solutions obtained by another post processing method, Fast-Fourier Transfer
(FFT). A total of nine computations are performed for this project.

3.1 The k-ω Turbulence Model
There are two-equation in k-ω model and it is y+ insensitive. These equation are transport equations
and they represent the turbulent properties of the flow. The first equation is turbulent kinetic energy,
k. The second equations is the specific dissipation, ω. ω determines the scale of the turbulence, whereas
equation, k, determines the energy in the turbulence. Eq.(6) and Eq.(7) are the closure equations of the
turbulence situation using Reynolds average. They kind of represent the generation and destruction of
turbulence. Also, linear models use the Boussinesq assumption for the constitutive relation [25, 27].

ρ
∂k

∂t
+ ρ∆.(ūk) = τ∆ū− β∗ρkω + ρ∆[(ν + σ∗νt)∆k] (6)

ρ
∂ω

∂t
+ ρ∆.(ūω) = γ

ω

k
τ∆ū− βρω2 + ρ∆[(ν + σ∗νt)∆ω] (7)

∆ =
∂

∂xj
, P = τ∆ū = τij

∂ui

∂xj

Linear models also use the Boussinesq eddy viscosity assumption, Eq.(8) and Eq.(9), for the consti-
tutive relation. Where τij is Reynolds stress, µt is dynamic eddy viscosity, and δij is Kronecker Delta.

In addition, if flow is incompressible δ will be δ =
∂uk

∂xk
= 0.
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τij = µt

(
2Sij −

2

3

∂uk

∂xk
δij

)
− 2

3
ρkδij (8)

Sij =
1

2

(
∂ui

∂xj
+

∂uj

∂xi

)
(9)

This model uses the Eq.(10) and Eq.(11) relation for the kinematic eddy viscosity and dynamic eddy
viscosity, respectively.

νt =
k

ω
(10)

µt =
ρk

ω
(11)

Clouser coefficients and auxilary relation are as follows.

γ =
5

9
, β =

3

40
, β∗ =

9

100
, σ =

1

2
, σ∗ =

1

2

ϵ = β∗ωk, l =

√
k

ω

Boundary conditions and initial conditions definition are required each equation. k-ω turbulunce
model use wall function and resolve the boundary layer. Moreover, the law-of-the-wall use to specify
the boundary condition for the dependent variables. There are different wall function equations for each
turbulence model formulation. One can use the following boundary values at the walls for the solution
of the boundary layer.

ωwall = 10
6ν

βy2
, kwall = 0

Where β = 0.075 and y is the distance of the first cell center normal to the wall. The following
equations can be used as boundary values for the far field [26].

ωfarfield =
ρk

µ

(
µt

µ

)−1

, kfarfield =
3

2
(UI)2

Where
µt

µ
is the viscosity ratio, and I =

u
′

ū
is the turbulence intensity. The values in Table 3 are

taken as the reference for the viscosity ratio and the turbulence intensity values for the computations
performed in this project.

Table 3: Reference values for the viscosity ratio and turbulence intensity

Finally, k-ω turbulence model is suitable for complex boundary layer flows under adverse pressure
gradient (APG) and separation (external aerodynamics and turbo machinery).

3.2 The Shear Stress Transport (SST) k-ω Turbulence Model
Shear Stress Transport (SST) k-ω model is the most successful among Eddy Viscosity Models (EVM).
This model consists blending functions, various closure coefficients, and auxiliary relations. A lot of the

6



 ICCFD12

Twelfth International Conference on
Computational Fluid Dynamics (ICCFD12),
Kobe, Japan, July 14-19, 2024

coefficients used in this model are computed by a blend function between the respective constants of
the k-ϵ and the k-ω turbulence models. The most efficient and commanly used RANS/Unsteady RANS
(URANS) turbulence model and it is y+ insensitive. The SST k-ω turbulence model like k-ω model is a
two-equation eddy-viscosity model. This model is almost the same as the k-ω model. Just one constant
(σk1) and the expression for turbulent eddy viscosity are different. The SST formulation combines the
two models.

These models are k-ω model and k-ϵ model. The two equations turbulent kinetic energy, k and
specific dissipation, ω are given as Eq.(12) and Eq.(13), respectively [14, 15].

ρ
∂k

∂t
+ ρ∆.(ūk) = τ∆ū− β∗ρkω + ρ∆[(ν + σkνt)∆k] (12)

ρ
∂ω

∂t
+ ρ∆.(ūω) =

γ

νt
τ∆ū− βρω2 + ρ∆[(ν + σwνt)∆ω] + 2(1− F1)ρ

σω,2

ω
∆k∆ω (13)

The use k-ω formulation in the inner region of the boundary layer makes the model can be used all
the way down to the wall through the viscous sublayer. In addition, model switches to k-ϵ behaviour in
the free stream and thereby avoids the common k-ω problem that the model is too sensitive to the inlet
free stream turbulence properties. SST k-ω model show accurate behaviour in APG and separating flow.
However, it produces a large turbulence in regions with large normal strain, like stagnation regions and
regions with strong acceleration. Moreover, linear models use the Boussinesq eddy viscosity assumption
Eq.(14) and Eq.(15), for the constitutive relation, as in k-ω model. Again in this model, where τij is
Reynolds stress, µt is dynamic eddy viscosity, and δij is Kronecker Delta [5].

τij = µt

(
2Sij −

2

3

∂uk

∂xk
δij

)
− 2

3
ρkδij (14)

Sij =
1

2

(
∂ui

∂xj
+

∂uj

∂xi

)
(15)

This model uses the Eq.(16) and Eq.(17) relation for the kinematic eddy viscosity and dynamic eddy
viscosity, respectively.

νt =
α1k

max(α1ω,ΩF2)
(16)

µt = ρ
α1k

max(α1ω,ΩF2)
(17)

Ω in the viscosity equations given below is the magnitude of the vorticity, and Wij is the anti-
symmetric part of the velocity gradient. The parameters used in the equations are α, σk, σω, β, β

∗, taken
between near wall state (ϕ1) and far wall state (ϕ2).

Ω =
√

2WijWij

Wij =
1

2

(
∂ūi

∂xj
− ∂ūj

∂xi

)
ϕ = F1ϕ1 + (1− F1)ϕ2

F1 = tanh(arg41), arg1 = min

[
max

( √
k

β∗ωd
,
500ν

d2ω

)
,
4ρσω,2k

CDkωd2

]
F2 = tanh(arg22), arg2 = max

(
2
√
k

β∗ωd

)
F1 and F2 are Blending functions. F1 takes a value between 0 and 1: 1 inside the boundary layer

and 0 in the free stream. In addition, d is the distance from the wall. If d increases, maximum of arg1
decreases. Thus, arg1 diminishes with d, causing F1 to approach 0 and to approach the far field value.
If d decreases, the wall is approached, and in this case the opposite behavior occurs. Also, Pk is the
production limiter.
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Clouser coefficients and auxilary relations are as follows [16].

CDkω = max

(
2ρσω,2

1

ω
∆k∆ω, 10−10

)
Pk = min

(
τ∆ū, 10β∗kω

)
γ1 =

5

9
, σk,1 = 0.85, σω,1 = 0.5, β1 = 0.075

γ2 = 0.44, σk,2 = 1, σω,2 = 0.856, β2 = 0.0828

β∗ = 0.09, α1 = 0.31

Each equation requires the establishment of proper boundary and initial conditions. There are differ-
ent wall function equations for each turbulence model formulation. One can use the following boundary
values at the walls for the solution of the boundary layer.

ωwall = 10
6ν

β1d2
, kwall = 0

The following equations can be used as boundary values for the far field. L is the defining length
scale for the particular problem. These terms define the boundary condition values for k and ω.

ωfarfield =
5U

L
, kfarfield = 10−6U2

In short, the k-ω SST turbulence model is a variant of k- ω turbulence model that accounts for the
transport of the turbulent shear stress and so, offers improved predictions of flow separation under APG.
The model differs from k- ω turbulence model in that, a limiter is applied to the eddy and viscosity
relationship. In addition, this model was created by combining the k-ω and k-ϵ models. It exhibits k-ω
in the inner parts of the boundary layer, whereas k-ϵ behavior in the free stream region. Thus, by taking
the good sides of both models, it produces a more accurate results [3].

3.3 Detached Eddy Simulation (DES)
In external flows, different flow behaviors are observed in regions near to the wall (boundary layer) and
in other regions. Therefore, different approaches are used for each region to get the optimum results in
numerical solutions. Since two different solution methods cannot be used simultaneously in the solution,
new methods that combine these two methods have emerged. Detached Eddy Simulation (DES) is one
of these methods. This new method performs RANS solutions near the wall and Large Eddy Simulation
(LES) solutions in other regions.

The DES approach is derived from the one equation Spart-Allmaras (S-A) model. The distance
function, d in the S-A model is obtained by substituting a redefined distance function, d̃ [12, 21]. Where
CDES is a constant and ∆ is the largest dimension of the mesh cell.

d̃ = min[d,CDES∆] = min

( √
k

β∗ω
,CDES∆

)
Redefined distance function supply the model to behave as a RANS model in regions near the wall.

The DES may be used with any turbulence model that has an suitable defined turbulence length scale
model. In this project, the DES approach is applied to the SST k - ω turbulence model. SST k - ω
turbulence model uses a turbulence length scale and compares it with the mesh length scale to switch
between LES and RANS [22]. Many DES approaches allow regions to be specified as RANS or LES
regions explicitly, bypassing the distance function calculation.
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3.4 Ffowcs Williams-Hawkings (FW-H) Method
There are two fields for sound, these are the source field and propagation field. However, source field is
separated from the propagation field . Source fields are calculated by using Direct Numerical Simulation
(DNS), LES, DES, or RANS. There are two main approaches to receive the sound of the far field. Ffowcs
Williams-Hawkings (FW-H) is a direct approach that calculates the waves propagating to the far field
and uses an integration surface that serves as the source of the wave equation to be solved analytically
[11]. Direct approaches include the solution of modified wave equations or linearized Euler equations.
The acoustic similarity propagates the sound field analytically by solving the wave equation using the
associated Green’s function. FW-H method was used in this project [17, 20].

The FW-H equations are the rearranged variant of the governing equations. All flow variables depend
on time, but no spatial derivative is required. The solution of the FW-H equation requires surface inte-
grals and volume integrals, but in many cases the surface integrals alone are sufficient for approximation.
The FW-H equation can be written as Eq.(18) [8,10]. Where Tij is Lighthill stress tensor, Fi is unsteady
force, and Q is unsteady mass. These terms can be written as below.(

∂2

∂t2
− c2

∂2

∂xi∂xi

)(
H(f)ρ

′
)

=
∂2

∂xi∂xi

(
TijH(f)

)
− ∂

∂xi

(
Fiδ(f)

)
+

∂

∂t

(
Qδ(f)

)
(18)

Tij = ρuiuj + Pij − c2ρ
′
δij

Fi =

(
Pij + ρui(uj − vj)

)
∂f

∂xj

Q =

(
ρ0vi + ρ(ui − vi)

)
∂f

∂xi

P
′
= P − P0

ρ
′
= ρ− ρ0

P
′
= c2(ρ− ρ0)

In these terms, ui is fluid velocity component in the xi direction, uj is velocity component perpendic-
ular to the surface, vi is surface velocity component in the xi direction, vj is surface velocity component
perpendicular to the surface, ρ is total density, ρ0 is free stream density, and c is speed of sound. In
addition to these, P

′
is the sound pressure at the far field, P is total pressure, and P0 is free stream

pressure.
The function f = 0 is a surface used for the exterior region (f > 0) problem. The Kronecker Delta,

δij is equal to 1 for i = j; otherwise, it is equal to 0. Another term to be defined is the Heaviside function.
It is a step function and is denoted by H(f). Heaviside function is equal to 1 when f > 0, and it is equal
to 0 if f < 0. The derivative of the Heaviside function is defined as Dirac Delta and denoted as δ(f).
Dirac Delta is equal to 0 for f ̸= 0, and it takes a finite value if f = 0. Also, compressive stress tensor,
Pij is used in this project.

H
′
(f) = δ(f)

Pij = Pδij − µ

[
∂ui

∂xj
+

∂uj

∂xi
− 2

3

∂uk

∂xk
δij

]
The FW-H equation given in Eq.(18) is solved using Green’s function method. Also, the Green

function gives the solution ρ
′
which is the density at the far field.

c2 =
∂p

′

∂ρ′ , G =
δ(g)

4πr

Surface and volume integrals are used for the complete solution. Surface integrals represent data from
monopole, dipole, and quadrupole sources, while volume integrals represent quadrupole data outside the
sources.
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Assuming that the surface f is placed on the body and the body itself cannot penetrate, the classical
FW-H equation is obtained and the nonlinear propagation effect is explained by the quadrupole volume
term. Moving the surface f away from the body yields a kind of mixed formulation. Part of the non-
linearity is explained by the quadrupole volume term and part by the surface integral. If the surface is
far enough from the body, the Lighthill stress tensor outside f is negligible. The intregral solution can
be written as Eq.(19) and Eq.(20) [2, 9, 11].

P
′
(xi, t) = P

′

T (xi, t) + P
′

L(xi, t)

P
′

T (xi, t) and P
′

L(xi, t) are thickness term and loading term, respectively.

4πP
′

T (xi, t) =

∫
f=0

[
ρ0(U̇n + Uṅ)

r(1−Mr)2

]
ret

dS +

∫
f=0

[ρ0Un

(
rṀr + c(Mr −M2)

)
r2(1−Mr)2

]
ret

(19)

4πP
′

T (xi, t) =
1

c

∫
f=0

[
L̇r

r(1−M2
r )

]
ret

dS +

∫
f=0

[
Lr − LM

r2(1−Mr)2

]
ret

dS +
1

c

∫
f=0

[Lr

(
rṀr + c(Mr −M2)

)
r2(1−Mr)3

]
ret

dS

(20)

The dot means source-time differentiation. The subscripted quantities found in the equations are
given below.

Ui = ui +

[(
ρ

ρ0

)
− 1

]
(ui − vi)

Li = Pij n̂+ ρui(uj − vj)

Lr = L⃗.r⃗ = Liri, Un = U⃗ .n⃗ = Uini, LM = L⃗.M⃗ = LiMi

Mi =
vi
c
Mr =

viri
c

τ = t− r

c

SPL = 20 log(
P

Pref
)dB

The ret, τ under the square brackets in the equations means that the integrals are calculated in
retarded time. τ relates to r, t and c, where t is observer time, r is distance to the observer. The sound
pressure P , either the Sound Pressure Level (SPL), measured in decibels (dB). Where Pref is reference
sound pressure, and it is usually 2× 10−5 for air.

3.5 Fast-Fourier Transfer (FFT) Method
This method has an important place in acoustic calculations. It basically converts a signal string into
components and gives information about the frequency of the signal. It can convert signals from time
domain to frequency domain or from frequency domain to time domain. In this project, commercial
software ANSYS Fluent is used for this transformation. The time-pressure values obtained from the
computation results are uploaded to ANSYS Fluent and the conversion is made by enabling the "Acous-
tics Analysis" box in the Fast-Fourier Transfer (FFT) section.

As a result of the transformation, SPL-frequency values are obtained. Twelve microphones and
twelve probes are placed at the same points on the canopy. The locations of the placement points are
given in Figure 5. SPL-frequency data are obtained from the microphones, and time-pressure data are
obtained from the probes. Microphones and probes are grouped among themselves in order to better
interpret the computation outputs. P1-P4 are grouped as the front probes/microphones, P5-P8 as middle
probes/microphones, and P9-P12 as back probes/microphones.

10
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Figure 4: Location of probes and microphones

As mentioned above, there are two areas for noise, the source field and the propagation field. For
source field computitons, probes are placed on the noise source and the pressure values measured by the
probes are found using DNS, LES, DES, or RANS computiton methods. Afterwards, these values are
processed to reach the desired noise values. For propagation field computitons, microphones are placed
at points far from the noise source and noise values are directly obtained using the FW-H computiton
method. In this study, the results that would be obtained by placing both a probe and a microphone
in the source field were wondered, and the results of these two different solution methods in the source
area were evaluated.

4 Numerical Results
Since the solution schemes used in the computations are tested in our previous studies and gave realistic
results, they are also used in this project, relying on their accuracy. The output of the study used as the
schemes validation case are given in the Table 4. Experimental data is taken from Sarlak study [19].

Table 4: Output of the schemes validation case

Similarly, aeroacoustics computations were tested in our previous studies and gave realistic results,
they are also used in this project, relying on their accuracy. Details of the study used as the aeroacoustics
validation case are given in Table 5a and Table 5b.

Table 5: Details of the aeroacoustics validation case

(a) (b)
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(a) (b)

Figure 5: (a) Output of the 0
◦

angle of attack aeroacoustics validation case (b) Output of the 14.4
◦

angle
of attack aeroacoustics validation case

In addition, the outputs of the study used as the aeroacoustics validation case are also given in Figure
5a and Figure 5b. Experimental data are taken from the Brooks study [1].

4.1 Probe Results
One representative was selected for each region (front, middle and back) from the probes placed on the
canopy. In this way, it was intended to simplify the noise data obtained and facilitate interpretation.
These representatives are the probes where the slope on the canopy is the highest (P2− P11) and zero
(P6).

4.1.1 Different Probe Places

There are total of nine graphs and each graph contains the results obtained from representative probes
of the computations and allows these results to be compared. Thus, the results of noise levels in different
places on the canopy were examined. The results of the k-ω turbulence model are given in Figure 6,
the results of the SST k-ω turbulence model are given in Figure 7, and the results of the DES SST k-ω
turbulence model are given in Figure 8.

(a) (b) (c)

Figure 6: Different probe place results for k-ω turbulence model
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(a) (b) (c)

Figure 7: Different probe place results for SST k-ω turbulence model

(a) (b) (c)

Figure 8: Different probe place results for DES SST k-ω turbulence model

4.1.2 Same Turbulence Model Different Mach Values

There are total of nine graphs in which turbulence models remain constant and Mach values change. Each
graph contains only one of the representative probes. Therefore, remain the turbulence model constant
and changing the Mach value enabled the examination of the effect of the Mach value on noise in the
same place. Graphs for the k-ω turbulence model, where the probes are P2, P6 and P11 respectively,
are given in Figure 9. Likewise, the graphs are given in Figure 10 for the SST k-ω turbulence model and
in Figure 11 for the DES SST k-ω turbulence model.

13

(a) (b) (c)

Figure 9: Same turbulence model different Mach values results for k-ω turbulence model
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(a) (b) (c)

Figure 10: Same turbulence model different Mach values results for SST k-ω turbulence model

(a) (b) (c)

Figure 11: Same turbulence model different Mach values results for DES SST k-ω turbulence model

14

4.1.3 Same Mach Value Different Turbulence Models

There are total of nine graphs in which Mach values remain constant and turbulence models change.
Each graph contains only one of the representative probes. Therefore, remain the Mach value constant
and changing the turbulence model enabled the examination of the effect of the turbulence model on
noise in the same place. Graphs for the Mach 0.65, where the probes are P2, P6 and P 11 respectively,
are given in Figure 12. Likewise, the graphs are given in Figure 13 for the Mach 1.05 and in Figure 14
for the Mach 1.45.

(a) (b) (c)

Figure 12: Same Mach value different turbulence models results for Mach 0.65
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(a) (b) (c)

Figure 13: Same Mach value different turbulence models results for Mach 1.05

(a) (b) (c)

Figure 14: Same Mach value different turbulence models results for Mach 1.45

4.2 Probe And Microphone Comparison Results
All probe and microphone comparison results are given for Mach 0.65, Mach 1.05 , Mach 1.45 and each
turbulence model. Data obtained using the FW-H method is indicated by the letter M , and the data
obtained using the FFT method is indicated by the letter P . Since any data cannot be obtained from
P 3 and P12 probes, data from ten probes is available for each computation made with FFT. There are
twenty seven comparison graphs (Figure 15, 16, 17 for Mach 0.65, Figure 20, 21, 22 for Mach 1.05, and
Figure 25, 26, 27 for Mach 1.45) and eighteen contours (Figure 15, 16 for Mach 0.65, Figure 20, 21 for
Mach 1.05, and Figure 25, 26 for Mach 1.45), including velocity contours and pressure contours.

4.2.1 Mach 0.65 (Subsonic)

(a) (b) (c)

Figure 15: Plots of all k-ω turbulence model data
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(a) (b) (c)

Figure 16: Plots of all SST k-ω turbulence model data

(a) (b) (c)

Figure 17: Plots of all DES SST k-ω turbulence model data

(a) (b) (c)

Figure 18: Velocity distribution of all Mach 0.65 data
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(a) (b) (c)

Figure 19: Pressure distribution of all Mach 0.65 data

4.2.2 Mach 1.05 (Transonic)

(a) (b) (c)

Figure 20: Plots of all k-ω model data

(a) (b) (c)

Figure 21: Plots of all SST k-ω model data
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(a) (b) (c)

Figure 22: Plots of all DES SST k-ω model data

(a) (b) (c)

Figure 23: Velocity distribution of all Mach 1.05 data

(a) (b) (c)

Figure 24: Pressure distribution of all Mach 1.05 data
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4.2.3 Mach 1.45 (Supersonic)
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(a) (b) (c)

Figure 25: Plots of all k-ω model data

(a) (b) (c)

Figure 26: Plots of all SST k-ω model data

(a) (b) (c)

Figure 27: Plots of all DES SST k-ω model data
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(a) (b) (c)

Figure 28: Velocity distribution of all Mach 1.45 data

(a) (b) (c)

Figure 29: Pressure distribution of all Mach 1.45 data

5 Conclusion and Future Work
In conclusion, it is observed that SPL values between 500 − 1500 Hz in the computations performed
at the Mach 0.65 value mostly vary between 120 − 140 dB. However, when the computations at Mach
1 .05 and Mach 1.45 values are examined, the results are observed that the values obtained in the same
frequency range mostly vary between 110 −130 dB. As a results, velocity increases, the pressure on the
canopy decreases, so the SPL values obtained decrease and a quieter area is formed on the canopy. At
the same time, it is observed that SPL values decrease as the frequency values increase. It is thought
that the reason for this is the increment in the margin of error in the computations at high frequency
values.

k-omega SST k-omega DES SST k-omega

k-omega SST k-omega DES SST k-omega
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In addition, sharper decreases are observed as the frequency values increase in the graphs of Mach
0.65 value computation, while more horizontal transitions are observed in the Mach 1 .05 value and Mach
1.45 value computation graphs. Moreover, differences between FW-H and FFT post processing methods
are observed in all computations with the largest gap in the DES SST k-ω turbulent model computation
at Mach 1.05.

The results obtained are close to the values mentioned in the Introduction section. In addition to this,
our industry advisor interpreted that the SPL values at low frequencies in the reflect the real world data.
However, since there is no experimental data to compare the obtained computations, it is not possible
to tell the best computation method for any Mach value. Based on this interpretations, different studies
can be carried out to reduce the noise levels, or the results of this project can be used as a numerical
computation data pool to compare with further experimental studies to reach more reliable results.
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