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Abstract: The building of a POD-based ROM (Proper Orthogonal Decomposition based Reduced
Order Model) representation from RBF-FD (Radial Basis Function-generated Finite Differences)
meshless simulations is proposed, thus introducing a novel and original approach to the analysis
of parametric problems. The RBF-FD meshless method is most suitable when solving thermofluid
dynamic problems on parametric domains, because it can handle complex geometries and large
deformations without the need for mesh, or grid, or tessellation generation and refinement. A
simple distribution of nodes over the domain is only needed, and the convergence rate of RBF-FD
methods can be easily increased. Nevertheless, a reliable exploration of the parameter space still
requires many simulations in order to capture the behaviour of the analysed system. So, reduced
order modelling methods can be used to significantly speed up the analysis, aiming to accurately
describe the physical process with a relatively small number of DOFs (Degrees of Freedom). In
particular, we want to compare the capability of a low-fidelity approximation of the problem
and a ROM built from a few high-fidelity simulations to represent the parametric solution. The
intent is to understand how to exploit the two models to achieve the best multi-fidelity ROM
representation of the parametric problem. The approach is applied to the parametric analysis
of flow and temperature fields in a 3D pipe with wavy surfaces, considering both geometric and
physical parameters.

Keywords: Meshless Methods, Multi-fidelity, Reduced Order Model.

1 Introduction

For various engineering applications, such as fluid dynamics and heat transfer parametric simulations,
structural mechanics analysis, design optimization problems and uncertainty quantification, computa-
tional efficiency and accuracy are both critical. Such applications can benefit from the combination of
POD-based ROM and RBF-FD meshless methods, which can be a powerful tool for performing efficient
parametric analysis of complex systems.

ROMs [1] aim to capture the essential dynamics of a system with a smaller set of degrees of freedom
compared to the full-order model and this can significantly reduce computational time, especially for
problems with high dimensionality or complex geometries. In contrast to intrusive ROM methods,
that modify the original governing equations of the system, non-intrusive POD-based ROM [2] operates
entirely on the data generated by the FOM (Full-Order Model) [3, 4] and it is used here for extracting
the FOM key features.

The data needed to generate the ROM model are obtained by RBF-FD (Radial Basis Function-
generated Finite Differences) meshless method [5, 6], thus proposing a very original combination of
the POD-based ROM and RBF-FD meshless methods. The RBF-FD meshless method is a numerical
approach for solving partial differential equations (PDEs) which uses nodes to represent the problem
domain. Basis functions centered at each node are then constructed using radial basis functions. These
functions depend only on the distance between a point and the node, making the method highly adaptable
to complex geometries and eliminating the need for mesh generation, which can be time-consuming
especially for complex geometries. This means that combining the RBF-FD meshless method with
POD-based ROM allows for faster exploration of different design parameters without regenerating the
mesh for each case.
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Mainly with the purpose of illustrating its potential, the combined approach is here applied to the
parametric analysis of flow and temperature fields in a 3D annular pipe with wavy surfaces, considering
both geometric and physical parameters. These annular wavy pipes are of interest for enhancing heat
exchange in various applications and they are used in the domains of compact heat exchangers, nuclear
reactors, microfluidic devices, etc. For this specific application, in particular, it was investigated how
the error of the POD-based ROM is affected by the level of fidelity of the RBF-FD meshless solutions
and the number of solutions used to train the ROM. Indeed, the convergence rate of RBF-FD meshless
methods can be easily increased by increasing the number of nodes [7], but at the expense of higher
computational cost. Therefore it becomes interesting to understand how to best exploit low-fidelity (LF)
and high-fidelity (HF) solutions, eventually in a Multi-Fidelity ROM (MF-ROM) representation [8, 9] of
the parametric problem.

MF-ROMs combine the strengths of multi-fidelity modeling and reduced-order modeling to overcome
limitations faced by each technique individually. MF-ROMs leverage both HF and LF models. HF data
captures complex behavior, while LF data provides a computationally cheap way to explore a wider
parameter space. In general, by combining them, MF-ROMs can achieve higher accuracy compared to
using just ROMs. In fact, MF-ROMs utilize inexpensive LF simulations for most calculations, reserving
expensive HF simulations for critical points where high accuracy is essential, and this significantly reduces
the overall computational burden. However, developing MF-ROMs involves building both HF and LF
models and then creating a framework to combine their outputs. This can be more complex than using
a single-fidelity ROM. Therefore, it is relevant to understand whether there is a real advantage in using
MF-ROMs.

Let us point out the limited availability of established MF-ROM methodologies. MF-ROMs are a
relatively new research area compared to single-fidelity ROMSs, and in the literature various approaches
can be found. In [10] the main idea is to use POD to interpolate the difference between the field solution
obtained on two different grids, a coarse one and a fine one, and an approximation of the fine grid solution
is obtained summing a coarse grid solution and the POD approximation. Similarly, [11] proposed Gappy
POD, and in [12] a multi-fidelity non intrusive POD methodology is presented, appending the POD
basis with low-fidelity modes projected on the complementary space spanned by the high-fidelity data
available. In [8, 9] kriging meta-models to approximate the POD coefficients are extended to a multi-
fidelity context. [13] introduced a non-intrusive reduced basis method for parametrized nonlinear partial
differential equations, where multi-fidelity Gaussian process regression is employed to approximate the
combination coefficients of the reduced basis. [14] used an artificial neural network to map the relationship
between the POD coefficients from different fidelity solutions, and [15] showed a comparison of utilizing
kriging and artificial neural network to map this relationship. In [16] a manifold alignment method
is presented to fuse inconsistent fields from HF and LF simulations by individually projecting their
solution onto a common shared latent space, using cokriging model for the prediction of high-fidelity
mode coefficients. [17] proposed a multi-fidelity multi-step Bayesian neural network, [18] multi-fidelity
convolutional auto-encoders, [19] multi-fidelity deep neural networks for Bayesian model updating, [20]
transfer learning for field reconstruction based on multi-fidelity solutions. Recently, [21] has proposed a
multi-fidelity surrogate based on Galerkin-POD model, interpreting closure problem, to compensate for
the contribution of the truncated scales onto the resolved ones, as a multi-fidelity problem and using a
multi-fidelity deep operator network (DeepONet) framework to address it.

While various approaches are being developed, established and well-tested methodologies may not
yet be widely available for all types of problems.

In the context of this work, POD-based ROM is adopted using NARGP (Nonlinear AutoRegressive
multi-fidelity Gaussian Process regression) model for the prediction of mode coefficients. In particular,
differences with a single-fidelity GP-based (Gaussian Process-based) ROM will be presented.

The paper is organized as follows: in Section 2 a description of the problem is given, the methodology
is presented in Section 3 and its implementation in Section 4. In Section 5 the results are shown and
discussed. Finally conclusions are given in Section 6.

2 Problem Statement

The approach proposed here is aimed at solving the general parametric BVP (Boundary Value Problem):

{E(u,m,y):f(m,y) in O (y) (1)
B(u,z,y) =g (z,y) ond(y)
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where L is a linear differential operator and B is the boundary operator, f and g are functions depending
on the location in the space domain and the p parameters, where z € Q (y) C R? is the location in d
dimensions, y € II C RP are the parameters, u is the solution. Eventually the approach can be trivially
extended to IBVPs (Initial Boundary Value Problems).

The specific problem solved here is the incompressible, laminar and steady-state forced convection
problem in an annular 3D pipe with wavy surfaces with fluid density p, kinematic viscosity v and thermal
diffusivity . The thermo-fluid problem is described by the following conservation equations of mass,
momentum and energy, respectively

V.-v =0, (2)
1

(v-V)v=-Vp+ ﬁv% (3)
_ L 2

v VI = VT (4)

where length, velocity v = {vy,v2,v3}, pressure p and temperature T are made nondimensional by
taking L, Uy, pUZ and AT as reference quantities, respectively. Re = UyL/v is the flow Reynolds
number, Pr = v/a = 0.71 is the fluid Prandtl number.

Exploiting the double symmetry of the considered pipe [22], the domain 2, where the thermo-fluid
problem is solved, is, in cylindrical coordinates, such that (r, 6, z) € Q if:

Tmin S r S Tmax (5)
0<6< 2 (6)
0<z<H (7)

with 75 = R1 + A16(0, 2), Tmax = Ro + A26(0, 2), being Ry, Ro, H the internal radius, the external
radius and the height of the undeformed cylinder respectively, and 6(6, z) = (cos(20—1))(cos(2nz/H)—1)
the wavy function.

The following boundary conditions are enforced: at the inlet (z = 0) v =vo =0 and v3 =T = u,(r)
with u.(r) as defined in [22]; at the outlet (z = H) p = 0 and 9T/0n = 0; on the wavy surfaces
(7 = Tmin, ™ = Tmaz) © = 0 and T = 0 and conditions of symmetry for § = 0 and § = /2.

Here, the problem depends on three parameters y = (Re, A1, Ay) € II C R3: the Reynolds number
Re € [100,500], the amplitude of the bump on the duct internal wall A; € [—0.0125,0.0125] and the
amplitude of the bump on the duct external wall Ay € [—0.0125,0.0125]. Ry = 0.4, R, = 0.6, H = 1 are
constant.

As an example, in Figures 1 and 2, HF velocity and temperature fields are shown, respectively, for
two different combinations of parameter values.

[ aaa— [ aaaaa— |
0.01 Unr 1.00 0.01 Unr 1.00
(a) Re = 296, A; = 0.0113, Ay = —0.0101 (b) Re = 357, A, = —0.0118, A, = 0.0109

Figure 1: High-fidelity velocity magnitude fields varying both geometric and physical parameters on
RBF-FD meshless internal nodes.

3
ICCFD12



Twelfth International Conference on
Computational Fluid Dynamics (ICCFD12),
Kobe, Japan, July 14-19, 2024

1 1

1.00 0.05 1.00

T[[F THF

(a) Re =296, A; = 0.0113, A, = —0.0101 (b) Re = 357, A, = —0.0118, Ay = 0.0109

Figure 2: High-fidelity temperature fields varying both geometric and physical parameters on RBF-FD
meshless internal nodes.

These solutions are obtained by the RBF-FD meshless method described below.
The parametric representation of velocity and temperature fields will be given, building a POD-based
ROM from a finite set of RBF-FD meshless solutions.

3 Methodology

3.1 RBPF-FD meshless discretization

In this section the RBF-FD method is briefly described. This section is divided into three subsections,
following the corresponding building blocks of the RBF-FD approach: node generation, RBF-FD collo-
cation and solution procedure.

3.1.1 Node generation

Let us consider the 3D pipe domain £, its boundary 99 and a given spacing function s(x) defining the
desired, non-constant separation distance between the nodes. The employed spacing function is tuned in
order to accurately capture the viscous and thermal boundary layers at the walls. The node generation
phase can be divided into the following tasks (see [23, 24| for further details):

o generation of an initial node distribution within  that satisfies s(x) on average. This distribution
is not boundary conforming, i.e., nodes are not placed onto 9f2.

e iterative refinement of the initial node distribution through a node-repel procedure, where the nodes
are moved according to the mutual repulsion forces arising between neighbouring nodes. Boundary
conformity is enforced at each refinement iteration by projection onto the nearest boundary point.

The resulting node distribution is composed by a set {z;}Y; of N nodes: N; internal nodes in
and Np boundary nodes on 02, where N; + Ng = N. Examples of such node distributions are shown
in Figures 1 and 2 in terms of HF velocity and temperature fields at the nodes, and also in Figure 3.

3.1.2 RBF-FD collocation method

Referring to the general non parametric BVP problem, the employed RBF-FD collocation method is
based on the Hermite RBF interpolation [25|, where a suitable Radial Basis Function (RBF) local
expansion u" interpolates function values at the internal nodes and satisfies boundary conditions at the
boundary nodes. RBFs are written as

pi(x) = (|l — xi|2) (8)

where ¢ is the basic function; in this work the MultiQuadric basic function has been chosen: (r) =
1+ (er)? with shape factor e = 0.5/s(x) .
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By considering a generic point & together with the associated stencil, i.e., the set {x;}™; of m nearest
nodes to x, the local RBF expansion is written as follows

u'' () = Zai%(m) + Z a;Bp;(z) + Zﬁjpg‘(ﬂ’i) 9)
i=1 i=mr+1 j=1

where B is the boundary operator associated to the generic boundary condition Bu = g, while {p; }321
is the canonical basis of the multivariate polynomial space P% of total degree P in 3 dimensions. In this
paper, P = 3 and m = 40 stencil nodes are chosen. The chosen order for the nodes in each stencil is
such that the first m; < m are internal nodes, while the remaining are boundary nodes. The weights
a = {a;}{*, and B = {B;}7_, are uniquely determined by writing the following local interpolation
conditions at the stencil nodes:

and additional orthogonality conditions

m

i=1

are then enforced in order to ensure a unique solution [26]. By writing the above equations in matrix
form, the following linear system is obtained:

M <g> = g (13)

where u = {u(z,)}", and g = {g(@)}2,, 1.
Given the following generic partial differential equation (PDE)

Lu=f (14)

with £ a linear differential operator, £ can be applied to the RBF expansion, Equation (9), leading to
the following FD (Finite Difference) formula

Lu(x)=1x)" | g (15)
0

where the vector of FD coefficients I(x) is obtained as the solution of the following linear system

M7 l(x) = U(x) (16)
In the previous equation, ¥(x) = {L’wi(m)}?jiq is the vector obtained by applying the differential
operator £ to each basis function v;(x) of the RBF expansion, Equation (9), i.e.

i, ifi<my
’l/lz(ﬁc) = B(,Oi, if mr<it<m (17)

Pi—m Otherwise

The FD formula expressed by Equation (15) is then employed to discretize the left-hand-side term
in Equation (14) at a generic point x: the resulting approximated equation is then made valid for each
of the Ny internal nodes of the node distribution. By appropriately arranging the corresponding N;
equations, the following large and sparse linear system is obtained

Luy = f] (18)

which represents the discretized version of the initial PDE, Equation (14), and whose solution w; rep-
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resents the vector of the approximated solution values at the internal nodes. The interested reader is
referred to [27, 28, 5, 29, 30] for the detailed description of the method.
3.1.3 Solution procedure

In order to solve the steady-state flow satisfying the Equations (2)-(4), the time dependent conservation
equations

Vv =0, (19)
ov 1 s
it . — - 2
5t +(v-V)v Vp + Rev v (20)
oT 1
el VT = 27 21
ot oV Re~P7°v (21)

are actually discretized by RBF-FD collocation method and solved iteratively until steady-state con-
vergence, assuming the viscous solution as the solution at initial time. Equations (19)-(21) are solved
through a projection approach [31] with a three-level Gear scheme for the time discretization. A tentative
velocity v* is obtained from the linearized nondimensional momentum equation

3v* — 4o™ + "L
2At

]. 2
n * _ (s _ * 22
+ (@W"-V)v'=-Vp" + eV’v (22)

where n is the time level and At is the timestep size, chosen to be At = 0.1 for all the presented
computations. Then v* is forced to satisfy the mass conservation, Equation (2), by means of the following
irrotational correction

R A v (23)

which leads to the following Poisson equation in the auxiliary variable ¢
V2=V v (24)

The pressure is then updated as p"*! = p™ + % and the temperature 77! is computed from the
time discretized version of the energy Equation (4):

e e e 1oty Tt - 1

= —— Vvt 25
2A¢ Re - Pr (25)

Equations (22), (24) and (25) are discretized in space by means of the RBF-FD collocation approach
presented in §3.1.2 and solved with BICGSTARB iterative solver with an incomplete lower-upper precon-
ditioner using a relative residuals tolerance of 10~8.

Since steady-state solutions are sought, steady-state convergence is declared when

I = 7]

<5-1076 26
A7 (26)

for each scalar field f = vy, v, v3,p,T.

3.2 Reduced order model

The solution of a FOM, usually requiring the solution of parameterized PDEs, can be very demanding.
ROMs aim to be an inexpensive FOM approximation, being especially suited for many-query and real-
time applications [32]. To do so, ROMs require a dimensionality reduction often achieved through
projection methods such as Proper Orthogonal Decomposition (POD). When the projection accesses the
problem governing equations, the ROM is called intrusive, and therefore, the ROM requires manipulation
of the PDEs’ source code. On the other hand, non-intrusive ROMs are purely data-driven, needing only
a finite number of results from the FOM. Because of their differences, intrusive approaches are more
adherent to the physics of the problem, while non-intrusive ones result in being more flexible. In the
context of this work, we used non-intrusive POD-based ROMs. To approximate the FOM, the ROM
computes a linear combination of basis functions resulting from a collection of FOM solutions.
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3.2.1 Proper Orthogonal Decomposition

POD, also known as Karhunen-Loeve Expansion, identifies a set of orthogonal basis functions that max-
imize the energy norm associated with the base.

Referring to the general parametric BVP problem in Equation (1), given a field u; € R, called
snapshot, obtained as a solution from the FOM, evaluated at N fixed locations {mk}kN:l for a parameter
y,, the collection S = {uy,...,u,} is the snapshot matrix. Each element of S is a different solution of
the FOM, here associated with a distinct parameter in {y,;}? ; from the parameterized PDEs the FOM
is solving. Consecutively, through an eigenvalue problem from the snapshot matrix S, we compute a
set of POD modes E = {&;}j=1,... n,n04..> With &; € RY. The modes will be a set of orthonormal basis
functions, often obtained with techniques such as SVD (Singular Value Decomposition).

and for all the elements §; is true that

SSTe; = \j€;. (27)

Aj € R is the singular value associated to the &; mode Vj = 1,...nmodes, and Aj > Aj11Vj =
1, ..., Wmodes — 1. Since most of the information is relative to the greater singular values, the set =
is often truncated to the first » modes, having r < n,,04es < n without sacrificing the representability of

the basis functions. A possible criterion to set r is to evaluate the POD energy value € defined as

Z?:l )‘j
then choose r when &(r) < etpreshotd ; Where tpreshord 1S user-defined.
Through the reduced base 2 POD modes, it is possible to encode each snapshot u; C S, or any

snapshot obtained from the FOM, by projection. A vector a € R” can represent a single snapshot u,
where the components of a are called POD coefficients and are defined as

() = (28)

aj=u-§; Vji=1,..,r (29)

In general, the projection causes a loss of information, nevertheless, since » < N the encoding a is
a very low-dimensional representation of u. We can retrieve an approximation of u through a linear
combination of the POD modes E with the respective POD coefficients a

u~u*= Za]{j (30)
j=1

From Equation (31) it is possible to evaluate the error introduced with the projection measuring the
error field of a single snapshot, often using the L-2 norm in RY

Cprj = T (31)

3.2.2 Gaussian Process regression models

For a parametric problem, the single snapshot is associated to the vector parameter y € II C RP, where
p is the number of parameters, so that u; = u(y,). Accordingly, the POD coefficient for the j-th mode,
as in Equation (29), becomes parameter dependent a; = a;(y). Given a set of snapshots to perform the
POD, they define a set of known POD coefficients for each mode. Using these coefficients to train a map

a;(y)y—a; Vi=1,..,r (32)

in combination with the POD modes &, allow to explore an approximation of any solution u given
any value of y. To do so, the map can be obtained through different regression models, such as GPs.
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In more general terms, a GP regression model aim to surrogate the output of a system by the means
of a GP [33]. Given a finite number of known parameter-observation couples (y, a;), with y € R? being
the parameter and a; € R the output, it is possible to fit a GP to predict the output for unknown
parameter configurations. Since a GP is a collection of random variables, any finite number of which
has a joint Gaussian distribution, it is fully defined by a mean function m(y) and a covariance function
k(y,y’), or kernel, with the notation

GP =N (m(y),k(y,y"))

where N denotes a normal distribution. It will be assumed a;(y) = mq, (y) to model a;(y), with agj (y)
the uncertainty of the model a;(y).

Kriging is a GP regression model that approximates an output a;, considered as a realisation of a mul-
tivariate Gaussian process A;, solving a MLE (Maximum Likelihood Estimation) problem on the model’s
hyperparameters 6. In particular, the hyperparameters completely characterizes both the GP’s mean
and kernel functions. Given € and a set of observations a;, realisations of the Gaussian vector A ;, asso-
ciated with a set of parameters Y = {y,}7 ,, it is possible to compute the likelihood function I(Y, a;; 6),
which measures the probability that the sample a; can be obtained from the N (m(Y;0),k(Y,Y’;8)).
The MLE becomes an optimisation problem to find the optimal hyperparameters 8,,; so that

O,pt = argmax (Y, a;; 0)
0
In general, there are no assumptions regarding the structure of m(y), and can be considered inde-

pendent from 0. On the other hand, the kernel k(y,y’; @) is the main contributor to the MLE problem.
Some of the GP kernel formulations are the Squared Exponential, the Matern 3/2, or the Matern 5/2.

12
! oy
kmmmw:&0+ﬁmlw>m(ﬁm m) (34)

1y — /|2

l
5 — 5 a2 5 gy
kmmww:gG+Jmlmuyyn>m«Jw m) (35)

312 l

where 02,] are examples of kernel hyperparameters, called variance and lenghtscale. Equations (33) -
(35) are isotropic representations of the kernels, while with automatic relevance determination [33] it is
possible to obtain anisotropic kernels in R?, having p lengthscale values instead of just 1.

To predict any unknown output A;f, knowing the optimal values of the hyperparameters 0, the
prior distribution of a the random vector [Aj, A;‘] belonging to the GP will be

A =w (o500, M) a9

assuming without loss of generality a 0 prior mean. Since the variables in [A;, A%] are joint normal, the
posterior distribution is known

(451" Y, A;) = N(ma, (), 05, (y) (37)

with
ma,(y) = k(Y Y)k(Y, Y)Y (38)
oo (y) = k(Y*, Y") = k(Y, Y)k(Y,Y) 'k(Y*,Y) (39)

where Y™ is the matrix of parameters associated to the unknowns A7, and with | we refer to the condi-
tional probability. Subsequently, the mean of the posterior distribution in Equation (37) approximates
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the values A;, and the associated covariance matrix principal diagonal provides the variances of the
predictions, allowing the prediction’s confidence interval quantification.

Since all outputs a; come from the same system, the approximation obtained with a Kriging is
considered single-fidelity. Conversely, if the a; were obtained from heterogeneous systems, there would
have been the necessity to use a multi-fidelity model.

NARGP (Nonlinear AutoRegressive multi-fidelity Gaussian Process regression) is a multi-fidelity re-
gression model [34] based on GP regression, that allows to overcome the limitations of linear auto-
regressive schemes such as cokriging models [35, 36].

The NARGP is recursive so that we can consider any number of fidelity levels, and, without loss
of generality, we will take into account only two fidelity levels, LF (low-fidelity) and HF (high-fidelity),
respectively. The LF and HF models handle the same inputs y, but have different outputs a;rr(y) and
a;rr(y), respectively, with y € R?. Usually, for the problem of practical interest, the LF information is
cheaper and easier to obtain when compared to the HF one.

Yir={yi}i=1,ner
Yur = {yj}j:L...,nHF CYrp

npr >> NHF

Firstly, a single-fidelity GP regression model is necessary to train the NARGP. We call a;.r(y) ~
a;jrr(y) the LF model, which can approximate the LF function for any input parameter y. As a result,
we can compute the posterior mean of the LF GP for the inputs of the known HF training points, getting

m'f =a;.r(Yur) (40)

where here myp is the LF GP posterior mean. In the NARGP m#/[ is exploited to enrich its HF
input XX g g, having

YYyp = [Yur, mfff] € Rrurxdtl (41)

To make full use of the multi-fidelity input XX g at the HF level, an appropriate kernel is mandatory.
Products and sums of positive semi-definite functions are again positive semi-definite, consequently the
combination of kernel

kur((y,mpr(y)), (¥ mer(y) = k,(y,y') - kp(mpp(y), mep(y')) + ks(y,y') (42)

is still a valid kernel. Different input components are managed by various parts of the kernel. Through
the kernel’s shape optimization achieved in solving a MLE problem, the HF model of the NARGP can
infer the interconnection between LF and HF information, without the need for any prior assumption on
their relation. However, the complexity of the model increases due to the composite kernel, hence more
hyperparameters have to be optimized.

Given a set of unknown input values Y*, the NARGP needs first the LF GP prediction a,.r(Y™).
Then, the multi-fidelity input for the NARGP’s HF level will be YY" = [Y*, 4,7 (Y*)], allowing the
NARGP to approximate the unknown outputs a’yp using the enriched input, and the optimized kernel
from Equations (41) and (42) respectively, in the posterior distribution in Equation (37). Since the LF
GP output has some uncertainty, represented by its variance, a Monte Carlo integration [34] is required
to compute the posterior distribution of the HF NARGP prediction.

In the context of a multi-fidelity ROM, given a decomposition of the snapshots, the projection of the
LF snapshots onto the reduced basis can be used as the LF approximation of the HF POD coefficients.
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4 Implementation

4.1 DOE generation

The parameter space has been sampled with a Halton sequence, identifying 300 DOEs (Designs of
Experiments). The RBF-FD meshless method has been used to simulate each DOE. Both LF and HF
solutions have been computed, obtained with 75k nodes and 500k nodes, respectively.

Some validation sets are drawn from the DOE HF simulations to assess the quality and robustness of
the POD-based ROM models, built using an increasing number of LF simulations, HF simulations and
their combinations.

POD requires a fixed fluid domain discretization. In particular, all the snapshots should have the
same number of points while keeping a coherent spatial allocation. To this end, we decided to use a
portion of a reference cylinder €,..; with a fixed cloud point distribution, as in Figure 3. For this appli-
cation, we generated a point cloud distribution appropriate for a high-fidelity solution with 600k points,
546k of which are internal points, and the remaining ones are on the boundary 0Q,.

internal points

— outline
H
&
0.9H
(a) Outline. (b) Close up with internal points.

Figure 3: Reference cylinder §2,..¢.

Since the DOE includes geometrical deformations, as described in Section 2, the geometry associated
with each solution will be different. Therefore, there is a need to map every geometry on the reference
cloud point distribution in Figure 3. A displacement is applied to the reference points so they live
in the same locus of the respective RBF-FD solution Q2. To do so, we exploited the definition of the
computational domain 2 given in Section 2. A function A(r) : r — A that assign an amplitude to the
wavy function for any value of r € [Ry, Rs] can be found with a linear interpolation between the couples
(R1, A1) and (R, Az). By doing so, any point P = (r,0, z) € ;s can be mapped in P’ = (+',60',2') € Q
with a smooth and unique transformation M

r+ A(r)g(0,z)
M(P) =P’ = 0 (43)

consisting in a radial displacement of the reference points.
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Figure 4: Mapping example for different €2 configurations, slice in the plane x5, 3 at 1 = 0. Top left:
undeformed; Top right and bottom: extreme A;, Ay values from the DOE. Internal and boundary lines
on the surface are represented to visualise how the displacement works.

Subsequently it is possible to interpolate the solution field on the reference points in Q,.r with
a k-nearest neighbour interpolation [37]. Both LF and HF solution are mapped on the same ¢y
discretization. An example of mapping for different € configurations is shown in Figure 4.

4.2 ROM set-up

In this work we want to approximate a total of 3 fields, each of them with a separate ROM. Namely, we
have the pressure field p, the temperature field T and the velocity field U. The latter has to be intended
as a vector field composed by all three components of the velocity.

Decomposition To perform the POD necessary for the ROMs, an energy value £ = 0.9999 has been
used for every field of interest. Remembering the definition in Equation (28), the higher the ¢ the higher
the number of the kept POD modes. For both T and U fields, more basis functions do not improve the
representability of the basis. Sensitive improvements can be found for the p when adding more snapshots,
however, the lower projection error, defined in Equation (44), did not show any improvement for the
ROM reconstructions. This will be better explained in Section 5.

GP regression For both the GP and NARGP regression models of the POD coefficients we used
squared-exponential kernels, as in Equation (33), with automatic relevance determination [33] to model
the anisotropy along different dimensions. The same snapshots used for the decomposition were used to
obtain the training POD coefficients. We supposed output observations to be noisy, so we assumed a
Gaussian noise standard deviation hyperparameter in the order of 1072/1073 of the normalized output.
To improve the hyperparameters optimization robustness, we used a low-memory BFGS algorithm with
15 random restarts to solve the MLE for each POD coefficient model.
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Multi-fidelity ROM For what concerns the multi-fidelity ROM, both low- and high-fidelity snapshots
were mixed at the decomposition step. This has been done since it allowed us to obtain a reduced basis
with better representability, especially for U and T fields. This can be observed in Figure 5, where the
singular values are compared for HF, LF and multi-fidelity POD from 20 HF snapshots, 20 LF snapshots
and 20 HF plus 150 LF snapshots, respectively. The larger the singular value, the more important the
corresponding dimension is for capturing the variability of the data. Here HF and LF ROMSs have similar
singular values, while the multi-fidelity model counts many more modes. This difference arises from the
low- and high-fidelity snapshot mixing computing the POD. This consideration, related to the particular
case, can be extended in general. Out of curiosity, in Appendix A the HF POD modes related to the
singular values in Figure 5 are shown.

104 , 104 T T T 104 T T P T ‘ 3
B8 high-fidelity
* % |ow-fidelity
o 103 103 g 0 ] T — x multi-fidelity
=]
©
>
& 102 102 s 102}
=)
£
10t 10! 10t}
100 1 | | | 100 | I I ! 100 ! ! | !
0 20 40 60 0 20 40 60 1 2 3 4
mode mode mode

Figure 5: Singular values for HF, LF and multi-fidelity POD from 20 HF snapshots, 20 LF snapshots
and 20 HF plus 150 LF snapshots, respectively.

We choose to infer the POD coefficients with the multi-fidelity model for those modes that showed a
Pearson’s R absolute value between LF and HF representation of the POD coefficients above 0.5, with
a p-value of less than 5%. The remaining POD coefficients were approximated with single-fidelity HF
GP regression models. Indeed, this choice permits to easily automate the decision regarding the multi-
fidelity approximation, while allowing to use the multi-fidelity approximation also with weak linear
correlations. This does not represent a problem since the NARGP is designed to handle non-linear
relationships between data with different fidelities. An intuition regarding the motivation to use multi-
fidelity approaches can be found in Figure 9, where the first modes show a good linear correlation between
LF and HF POD coefficients.

5 Results

The error metrics were evaluated on 60 HF reserved validation snapshots from the tail of the Halton
sequence used in the DOE creation. Consequently, the validation snapshots evenly cover the parameter
space, avoiding overlap with any training snapshot. In the validation database, there are both designs
for which the ROM approximations can be considered as interpolations and extrapolations since some of
them will stay outside the convex hull defined by the training snapshots in the input parameter space.

The projection error measures the decomposition capabilities to represent unseen snapshots with the
given basis. Intuitively, it can be considered the best possible approximation that the ROM can provide.
Given a set of validation snapshots {ul®**};, the mean projection error is

(Z?;nfdcs (ugest . gj)gj) _ u;?est ,

i1l

1 Ntest

Errp; = (44)

Ntest i—1
On the other hand, the reconstruction error measures how much the ROM can replicate the validation
snapshot. Similarly to Equation (44), it is defined as
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1 Ntest

<Z?;Llodes d] (yieSt)é.J) _ uﬁfb_est

et

2 (45)

E’rrrecon =

n
test i=1

where a; represent the approximation of the POD coefficient as in Equation (32).
Figure 6 shows the projection error for the HF ROM for the temperature, velocity, and pressure

fields as the POD energy value changes. On the basis of these results, the choice to use an energy value
e = 0.9999 for POD modes truncation used in following analyses.

T U
007 T T T T T T T T T T T T T T T T T T T Ipl T T T
S SRR S ensrgy

0.06 oo | e—e 0.99
_ ~— 0.999
6 0.05 ] | e—e 0.9999
| ‘ — 0.99999
g 0.04 S [ e 0.999999
S 0.03 S f |~ 0.9999999
.°°A i 0.99999999
£ 0.02 — — 1.0

0.01 s

0.00

T N R T R R T R N R L
0O 10 20 30 40 O 10 20 30 40 O 10 20 30 40
N° HF snapshots N° HF snapshots N° HF snapshots

Figure 6: Projection error for a single-fidelity HF ROM, given different energy values.

In Figures 7 and 8, there are, respectively, the projection error increasing the LF snapshots number
for the LF ROM and the projection error increasing the HF snapshots number for both the HF and
MF ROMs. For MF ROMs, the same 150 LF snapshots were always used increasing the number of HF
snapshots, so that these are always nested to LF snapshots. For temperature and velocity fields, the
high- and multi-fidelity decompositions better represent the validation snapshots compared to the LF
ones, with a difference of around 3% in the projection error. For this application, adding more than 30
HF snapshots does not lower the projection error. Unlike the temperature and velocity fields, the LF and
HF pressure fields are very similar, as shown in Figure 15, so there are no sensitive differences between
the LF and HF projection errors.

T U T U , ‘
oo low-fidelity I - ~ [e—< high-fidelity
0.05 0.05 o—o multi-fidelity
§0047 K—\;—*—; 7\‘.‘;‘.7 §0.047
i I
S 0.03 5 0.03}
e~ E=
3 3
20.02} 1t L0.02}
N &
0.01} ] 0.01} i M
0-00—3620 30 40 50 0 10 20 30 40 50 0-0057620 30 20 50 0 10 20 30 40 50
N° LF snapshots N° LF snapshots N° HF snapshots N° HF snapshots
(a) LF ROM. (b) HF and multi-fidelity ROM.

Figure 7: Temperature and velocity LF projection error on the validation snapshots, LF ROM
vs HF /multi-fidelity ROM.
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Figure 8: Pressure LF projection error on the validation snapshots,
LF ROM vs HF /multi-fidelity ROM.

Now, before comparing the reconstruction error of LF, HF and MF ROMs, let’s make a brief digression
to understand how the multi-fidelity ROM models were constructed. When the HF and LF snapshots
are mapped accordingly onto the same reference discretization, they can be projected on the same POD
modes. Given a mixed-fidelity POD for each mode, we can find a LF and HF representation of the POD
coefficient. Therefore, we can evaluate the linear correlation between different fidelities POD coefficients,
as in Figure 9, with the purpose of understanding whether we can exploit it. We used Pearson’s R test to
measure the correlation, and the first modes showed a strong relationship. This is expected since most
of the predominant physics is generally related to macro-scale behaviors, and the first POD modes often
describe low-frequency components of the solution, and LF simulations can capture only such type of
information. On the other hand, lower energy multi-fidelity modes do not show any correlation between
fidelities. This implies that to infer the POD coefficients the multi-fidelity model is useful only when LF
and HF POD coefficients show some correlation. This is the reason why the remaining POD coefficients
were approximated with single-fidelity HF GP regression models.
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Figure 9: Correlation analysis with Pearson’s R test between low- and high- fidelity represen-
tation of the POD coefficients; multi-fidelity ROM.

Let us now analyse the reconstruction errors. In Figures 10 and 11, the LF ROM reconstruction
errors are compared to direct HF solution approximations with LF solutions. In general, with 20 LF
temperature or velocity snapshots we reach almost the same accuracy of the LF solutions. For the
pressure, more LF snapshots are needed to obtain similar results.
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Figure 10: Temperature and velocity LF approximations of HF validation snapshots; (a) LF
ROM mean reconstruction error, (b) box-plot of LF solution errors.
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Figure 11: Pressure LF approximations of HF validation snapshots;
(a) LF ROM mean reconstruction error, (b) box-plot of LF solution
€rrors.

Similarly, Figures 12 and 13, present the high- and multi-fidelity reconstruction error. Due to the
two ROMs having close performances for what concerns the pressure field, we omit the multi-fidelity
approach. Indeed, we can see an improvement in adopting the high- and multi-fidelity ROMs of the
temperature and velocity fields instead of using the LF solution. With 20 or more HF snapshots, the
two ROMs outperform the LF solver accuracy, reducing the error from 3.5 — 5% to even below 1%. On
the other hand, the pressure ROM is almost equivalent to the LF pressure solutions only with 50 or
more HF snapshots. With fewer HF snapshots, the reconstruction errors are higher than the velocity
and temperature field by an order of magnitude. Together with low projection errors, this suggests that
the POD coefficients have a higher complexity. Therefore, more information is required to approximate
them.
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Figure 12: Temperature and velocity approximations of HF validation snapshots; (a) high-
and multi-fidelity ROM mean reconstruction error, (b) ox-plot of LF solution errors. 150 LF
snapshots have been added for the multi-fidelity approach.
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Figure 13: Pressure approximations of HF validation snapshots; (a)
HF ROM mean reconstruction error, (b) box-plot of LF solution
errors.

Figure 14 shows a close-up on the errors of the high- and multi-fidelity temperature and velocity
ROMs trained with 10 to 20 HF snapshots. Even if the performances are very close between the two
models, it is possible to notice two main features. Firstly, the multi-fidelity ROM performs better than
the HF ROM when expected to do so, namely in HF poor information conditions. Secondly, the multi-
fidelity velocity prediction shows enough improvement to bring the reconstruction error below the HF
ROM projection error, which, for non-intrusive ROMs, represents the lower limit for the reconstruction
error. This behavior is possible only thanks to the LF and HF snapshots mixing in the multi-fidelity
ROM. As shown in Figure 6, the HF ROM can not reduce the projection error below a limit value, even
using more modes.

16
ICCFD12



Twelfth International Conference on
Computational Fluid Dynamics (ICCFD12),
Kobe, Japan, July 14-19, 2024

0.020 —

| &4 high-fid. reconstruction
. | = @ high-fid. projection
. | &~A multi-fid. reconstruction

0.015]

0.010 |-

Error

0.005 |-

L L L L L I L
20 10 12 14 16 18 20
N° HF snapshots

0000\ L L L L
10 12 14 16 18

N° HF snapshots

Figure 14: Close up on high- and multi-fidelity ROMs between 10 and 20 HF trainign snapshots.

To better understand these results, Figure 15 compares the HF solutions of a validation with the
LF solutions and the HF ROM approximations for each field of interest. The validation design, used as
an example, is computed for Re = 387, A; = —0.0074 and A, = 0.0116. Here higher deviations from
the diagonal highlight a poor agreement with the HF solution. The larger LF temperature and velocity
solution differences with the HF solutions reconfirm the results of Figure 12. Most of the LF velocity
deviation in Figure 15 is around U = 0, mainly representing the flow near the wall, conversely to the
more accurate HF ROM. It suggests that the HF ROM is a better fit to study problems where there is a
need for a better description of the boundary layer than coarse LF solutions. On the other hand, the LF
pressure solution is already a good fit for the HF problem, performing better than a high-fidelity ROM
trained on 20 HF snapshots.
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Figure 15: Scatter plots of the temperature, velocity and pressure fields comparing the HF results with
the LF ones (first row), and the HF ROM (second row) for an out of sample design.

In Figure 16, again as an example, there is a comparison between the LF solution and the HF ROM
reconstruction for the velocity field when approximating the HF solution. The chosen design is out of
sample and corresponds to the one with the median error for the HF ROM trained with 20 HF snapshots.
This design has Re = 284, A; = 0.0062 and As = —0.0097. Figure 16 shows that most of the near-wall
solution is well approximated, as previously pointed out. Even if the LF approximation of the bulk is
accurate, most of the near-wall solution is poor. Since most of the computational nodes are close to
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the wall, and the LF absolute errors are higher than that of the HF ROM, it well explains the better

performance of the HF ROM.
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Figure 16: Velocity magnitude field with parameters Re = 284, A; = 0.0062 and A; = —0.0097. The
HF ROM is trained with 20 HF snapshots. For reference, the absolute error field has a reconstruction
error of 1% in (d) and 5% in (e).

Let us add some final considerations on the computational time demands. Table 1 shows the com-
putational time needed to train a high- and multi-fidelity ROM. All computation are done with a Intel
Xeon E5-2630 v3 CPU.

High-fidelity ROM  Multi-fidelity ROM

Decomposition time [s] 7.7 87.0
Regression time [s] 4.1 316.9
Number of POD modes 5 70

Table 1: Single and multi-fidelity velocity ROM’s computational training time; 20 HF snapshots, plus
150 LF snapshots for the multi-fidelity ROM.

The offline computational time required to obtain the LF and HF solutions can be found in Table 2.

RBF-FD meshless simulation = Low-fidelity High-fidelity
number of nodes 75k 500k
wall-time 3 to 6 minutes 20 to 60 minutes

Table 2: Details on RBF-FD meshless simulations.

The snapshot preparation is negligible in time if compared to the CFD simulations. The two most
resource-intensive operations are the POD and the training of the POD coefficient regression models.
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The HF ROM is computationally cheaper than the multi-fidelity ROM. The main reason stays in the
lower number of POD modes, given the same POD energy, in addition to the fact that the NARGP
model used for some of the coefficients is more expensive to train than a classical GP. The parallelization
of the training could significantly improve the regression’s efficiency. Despite this, the training of both
ROMs is overall inexpensive since most of the computational time for the ROM is used to perform the
CFD simulations.

6 Conclusion and Future Work

In this work, we proposed a non-intrusive ROM originally combined with an RBF-FD meshless method to
solve parametric thermofluid dynamic problems, focusing on the geometrical and physical parametriza-
tion of a 3D test case. Having different fidelity representations of the solution, namely the HF and
LF, we compared the performances of various approaches. Firstly, we showed that an LF ROM can
replace the LF solution, however, LF models fail to approximate the HF velocity and temperature. Sec-
ondly, the HF ROM can better surrogate velocity and temperature using a limited number of snapshots.
The proposed MF-ROM approach showed modest improvements over the HF ROM while increasing the
model’s complexity. Moreover, the MF-ROM proved that adding LF information allows for lowering
the reconstruction error below the single-fidelity projection error. Nonetheless, a ROM represents an
approximation of the full-order model, so it is crucial to validate the ROM to avoid propagating errors
into the simulation process. Furthermore, the ROM is expected to be accurate only in the proximity of
the training data. With this application, we showed that:

e ROMs have to be tailored to specific systems, indeed proving to be worthed only for analyses
needing many simulations.

e For a 3D pipe with wavy surfaces, we could accurately explore a broad parameter domain with a
limited number of full-order simulations.

e A low snapshot count allowed for the ROM computational cost minimization since the full-order
simulations are an order, or more, of magnitude more expensive than the ROM training.

Alongside these positive aspects, the RBF-FD meshless method reduced the complexity of the problems,
easing the full-order snapshot evaluation.

Future work will focus on applying the proposed methodologies to more complex test cases to further
evaluate and refine the performance. In particular, we aim to improve the capabilities of the multi-
fidelity ROM since, for the relative simplicity of the analysed problem, it showed modest but promising
improvements over the single-fidelity ROM.
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Figure 17: HF POD modes of the temperature field on §2,..5; 20 HF snapshots.
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Figure 18: HF POD modes magnitude fields of the velocity on Q,.r; 20 HF snapshots.
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Figure 19: HF POD modes of the pressure field on €,.¢; 20 HF snapshots.
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