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Abstract: This work focuses on the study of the mechanisms behind the amplification of 

disturbances propagating through a dense sand bed under repeated impact of a normal shock 

wave, a phenomenon recently discovered in experiments. The Baer-Nunziato model and the 

Godunov numerical method were employed. The model and method were verified by solving 

problems such as normal incidence of a shock wave on a particle curtain, normal incidence of 

a shock on a layer of particles close to the wall, and propagation of a shock along a particle 

layer. It was found that wave amplification can be attributed to intergranular stress effects in 

the particle phase, but the model still requires further refinement to ensure attenuation of 

disturbances as they propagate deeper into the bed.  
 

Keywords: Two-phase flows, compressible flows, shock wave, intergranular stresses, compaction 

wave, particle layer, Godunov method. 
 

1     Introduction 
 

Simulations of high-speed compressible flows with shock waves in the presence of dense layers of 

particles, with a significant volume fraction of the solid phase, are relevant in various fields. These 

simulations arise in problems related to explosion safety, such as the dispersion of particles behind a 

shock wave during a dust explosion [1], as well as in the development of explosion-proof coatings [2]. 

They are also relevant in fire extinguishing systems, where shock-induced gas-particle jets play a 

significant role [3]. Additionally, they are important in energetics, specifically the propagation of 

combustion waves in localized charges of heterogeneous explosives [4]. Military technologies such as 

explosive dispersion of solid particles into the surrounding air [5] and penetration of high-speed bodies 

through a granular medium are also dependent on these simulations [6]. Furthermore, the oil-and-gas 

industry [7], aerospace research, such as interactions between rocket exhaust plumes and the surface of 

extraterrestrial bodies during spacecraft landings [8], and other fields, all rely on these simulations for 

their research and development. Although many of these issues have been studied for years, 

mathematical models and computational techniques for simulating high-speed flows of dense two-phase 

media were developed more recently and are still being actively developed. Baer-Nunziato-type models 

[9] are commonly used to simulate the deflagration-to-detonation transition in heterogeneous explosives 

and two-phase flows containing droplets or bubbles. However, these models are not often used to model 

two-phase flows where the compressibility of the dispersed phase is much less than that of the 

continuous phase, see [10] as an example. Although compressible models can be more computationally 

intensive, they offer a different perspective on the wave process within a layer of particles compared to 

models based on kinetic theory for granular media [11 – 14] or models of a gas-saturated porous 

medium with two stress tensors [15 – 17], and some variations [18]. In these models, particles are 

considered incompressible. 

In a series of previous papers, we have considered various problems related to dense particulate 

flows using Baer-Nunziato-like models. Specifically, in [19 – 21], we examined the interaction between 

a shock wave and a particle bed (the Rogue shock tube test [22]), see Figure 1. This problem has been 

studied in many papers using various two-phase models as a case study, see the review in [20]. The 

overall mechanisms of this process are well understood, but the specific details, such as reflected and 

transmitted waves and moving interface boundaries, still need further investigation in simulations, see 

[23]. Clearly, this case study remains a challenging problem for new two-phase flow models. The paper 

[24] shows an example of not very good simulation results for the Rogue shock tube experiment. 
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(a) 

 

(b) 

Figure 1: A test of a shock wave interacting with a bed of particles: (a) a schematic of the setup [22], 

(b) a comparison of computed pressure measurements (lines) [21] with experimental data (dots). 

 

(a) 

 

(b) 

Figure 2: A test with a normally incident shock wave interacting with a layer of particles on a surface: 

(a) the schematic of the problem [25], (b) the comparison of the computed record of a pressure 

transducer on the surface under the layer of particles [21]. The lines represent the solid phase pressure 

(red), the gaseous phase pressure (green), and the volume averaged pressure (blue), while the dots 

represent the experimental data. 

 

 

 

 

 

(a)           (b)  

Figure 3: Test with a shock wave propagating over a layer of particles: (a) the schematic of the setup 

[28], (b) predicted gas pressure distributions for various intensities of the shock wave [27]. Axes are in 

centimeters and the pressure scale is in atmospheres. 
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In [21], we explored the effect of pressure rise under a layer of particles due to the impact of a normally 

incident shock wave (see Figure 2). The model takes into account both reversible and irreversible 

compaction of the layer. For the simulation, we used the Godunov method for the Baer-Nunziato 

equations [26]. Our recent paper [27] is about the simulation of the propagation of a shock wave over a 

layer of particles (see Figure 3). The setup of the problem corresponds to the experiment [28]. We 

obtained the correct dependence of the granular contact angle and transmitted compaction angle on the 

intensity of the shock wave, similar to the experiment, and we explained it. 

The aim of this study is to investigate the possible mechanisms behind the effect of shock wave 

amplification in the dense sand layer, which was recently observed in experiments [29, 30], using the 

Baer-Nunziato model. 
 

2     Problem Statement 
 

The statement follows the experiments conducted by [29] and [30]. These experiments were carried out 

using a conventional shock tube facility that was equipped with a section containing a granular medium 

(see Figure 4). The parameters in the high-pressure chamber were as follows: 

𝜌HPC = 1.63 kg m3⁄ , 𝑝HPC = 1.37 atm, 𝑇HPC = 293 K, 𝑢HPC = 0 m s⁄ . 

All notations used are standard. The parameters in the low-pressure chamber were: 

𝜌LPC = 1.19 kg m3⁄ , 𝑝LPC = 1.0 atm, 𝑇LPC = 293 K, 𝑢LPC = 0 m s⁄ . 

Air was used as the working gas. Initial shock wave Mach number was about 1.08. To measure the 

pressure, four pressure records D1 – D4 were used. The granular medium used was dry sand with an 

average particle diameter of 𝑑 = 390 micrometers. The true density of the sand was assumed to be 

�̅�0 = 2620 kg m3⁄ .The initial volume fraction of particles was �̅�0 = 0.65.  

 

Figure 4: A schematic of the experimental setup. 

 

Figure 5: Recordings of pressure transducers during the experiment [30]. 
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Experimental relative pressure increments ∆𝑝 𝑝0⁄ = (𝑝 − 𝑝0) 𝑝0⁄  for four pressure transducers are 

shown in Figure 5. One of the main experimental observations from [29, 30] is that transducers D2 and 

D3, located inside the particle bed, measure pressure peaks, while transducer D4 shows strong 

attenuation of the signal. This is in contrast to the previous papers [2, 16, 17, 21, 25], which found that 

disturbances in a two-phase medium were amplified on the wall under the bed, rather than inside the 

bed. The current work aims to explore possible mechanisms behind this effect. 
 

3     Numerical Setup 
 

The mathematical model is based on the Baer-Nunziato equations [9] with the subsequent modifications 

made by [31, 32] regarding compaction terms. The defining system of equations has the following form 

[33]: 

𝐮𝑡 + 𝐟𝑥(𝐮) = 𝐡(𝐮)�̅�𝑥 + 𝐩 + 𝐬, 

𝐮 =

[
 
 
 
 
 
 
�̅�
�̅��̅�
�̅��̅��̅�
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𝛼𝜌
𝛼𝜌𝑢
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,    𝐟 =
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0
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0
0
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,    𝐬 =

[
 
 
 
 
 
 
0
0
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0
−𝑀
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, 

𝛼 + �̅� = 1,  

�̅� =
�̅�2

2
+
�̅� + �̅��̅�0
�̅�(�̅� − 1)

+ 𝐵(�̅�),    𝐸 =
𝑢2

2
+

𝑝

𝜌(𝛾 − 1)
, 

𝐹 =
𝛼�̅�

𝜇𝑐
(�̅� − �̃� − 𝛽),    𝛽 = �̅��̅�

𝑑𝐵

𝑑�̅�
. 

Here 𝛼 is the volume fraction, 𝑢 is the velocity, 𝜌 is the density, 𝑝 is the pressure, 𝐸 is the total specific 

energy, �̅� and �̅�0 are the constant parameters in the stiffened gas equations of state for the dispersed 

phase, 𝛾 is the specific heat ratio of the gas, 𝜇𝑐 is the coefficient of compaction viscosity, 𝛽(�̅�, �̅�) is an 

intergranular stress. The bar superscript indicates dispersed phase variables throughout the paper. 

Velocity �̃� and pressure �̃� are interfacial variables. These are chosen as follows [9]: 

�̃� = 𝑝,    �̃� = �̅�. 

For the problem under consideration, the following parameters are used in the equations of state of 

the phases: 

�̅� = 2.5,    �̅�0 = 10
7 Pa,    𝛾 = 1.4. 

The vector 𝐩 contains terms related to pressure relaxation. In the current work, we take into account 

the following condition of mechanical equilibrium at the interface boundary [34]: 

�̅� = �̃� + 𝛽, 

𝛽 = �̅��̅�
𝑑𝐵

𝑑�̅�
= −�̅� ∙ �̅� ∙ 𝑎 ∙ 𝑛 ∙ ln

1 − �̅�

1 − �̅�crit
∙ (
𝐵(�̅�)

𝑎
)

𝑛−1
𝑛

, 

𝐵(�̅�) = {
𝐵𝑎(�̅�),      if �̅�crit < �̅� < 1.0,

0,          otherwise,
                                           (1) 

𝐵𝑎(�̅�) = 𝑎 ∙ [𝑏1(�̅�) − 𝑏1(�̅�crit) + 𝑏2(�̅�)]
𝑛, 
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𝑏1(�̅�) = (1 − �̅�) ∙ log(1 − �̅�),    𝑏2(�̅�) = (1 + log(1 − �̅�crit)) ∙ (�̅� − �̅�crit). 

Here, 𝐵(�̅�) is the potential energy of compaction, 𝑎 and 𝑛 are the parameters of the compaction law 

that are characteristics of the material, �̅�crit  is the volume fraction of the dispersed phase when 

compaction begins and 𝐵(�̅�) becomes nonzero. The values of the parameters used in the compaction 

law are: 

𝑎 = 2.5 ∙ 103 J kg⁄ ,    𝑛 = 1.02,    �̅�crit = 0.66. 

The vector 𝐬 contains source terms that describes the exchange of mass, momentum, and energy 

between the different phases. The 𝑀 term describes the interfacial momentum exchange while the 𝐼 
term describes interfacial energy exchange. Correlations from [11, 13] were used to describe the 

interphase interaction: 

𝑀 = −𝐾(�̅� − 𝑢),    𝐼 = −𝑀�̃�, 

Re =
𝜌|�̅� − 𝑢|𝑑

𝜇vis
, 

𝐾 =

{
 

 0.75𝐶𝐷
𝜌�̅�|�̅� − 𝑢|

𝑑𝛼1.65
,                     if 𝛼 ≥ 0.8,

150�̅�2𝜇vis
𝛼𝑑2

+ 1.75
𝜌�̅�|�̅� − 𝑢|

𝑑
, if 𝛼 < 0.8,

 

𝐶𝐷 = {

24

𝛼Re
[1 + 0.15(𝛼Re)0.687],  if 𝛼Re < 103,

0.44,                                          if  𝛼Re ≥ 103.

 

Here 𝑑 is the particle’s diameter and 𝜇vis is the dynamic gas viscosity coefficient. 

The computational algorithm is based on the Strang splitting principle. At each time step, a 

hyperbolic sub-step (the first stage of the algorithm) is performed, followed by a pressure relaxation 

sub-step (the second stage), and then non-differential algebraic source terms describing interfacial 

interaction (the third stage) are taken into account. The hyperbolic step is performed using the Godunov 

method [26]: 

𝐔𝑖
ℎ,𝑛+1 = 𝐔𝑖

𝑛 −
∆𝑡𝑛

∆𝑥
[𝐅L(𝐔𝑖

𝑛, 𝐔𝑖+1
𝑛 ) − 𝐅R(𝐔𝑖−1

𝑛 , 𝐔𝑖
𝑛)], 

𝐅L(𝐔𝑖
𝑛, 𝐔𝑖+1

𝑛 ) = {
𝐟[𝐔∗(𝐔𝑖

𝑛, 𝐔𝑖+1
𝑛 )] − 𝐇(𝐔𝑖

𝑛, 𝐔𝑖+1
𝑛 ),    if    �̅�𝑐,𝑖+1 2⁄

𝑛 < 0,

      𝐟[𝐔∗(𝐔𝑖
𝑛, 𝐔𝑖+1

𝑛 )],    else,
 

𝐅R(𝐔𝑖−1
𝑛 , 𝐔𝑖

𝑛) = {
𝐟[𝐔∗(𝐔𝑖−1

𝑛 , 𝐔𝑖
𝑛)] + 𝐇(𝐔𝑖

𝑛, 𝐔𝑖+1
𝑛 ),    if    �̅�𝑐,𝑖−1 2⁄

𝑛 > 0,

      𝐟[𝐔∗(𝐔𝑖−1
𝑛 , 𝐔𝑖

𝑛)],    else,
 

𝐇(𝐔𝑖
𝑛, 𝐔𝑖+1

𝑛 ) =
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𝑛 �̅�𝑖+1
𝑛 − �̅�𝑖

𝑛�̅�𝑖
𝑛)]
 
 
 
 
 
 
 

. 

Here 𝐔𝑖
𝑛+1 is the unknown grid function, 𝑖 is the spatial index and 𝑛 is the time index. The key point of 

the numerical algorithm is the construction of the Riemann problem solution 𝐔∗(𝐔𝑖
𝑛, 𝐔𝑖+1

𝑛 ) for the 

Baer-Nunziato system of equations. This solution has two distinct cases: the case where solid phase 

exists on both sides of the computational cell edge, and the case where the solid phase vanishes. The 
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solid contact velocity, �̅�𝑐,𝑖+1 2⁄
𝑛 , is obtained from the solution to the Riemann problem. If |�̅�𝑖+1

𝑛 − �̅�𝑖
𝑛| 

is small enough the defining system of equations can be decoupled into two Euler systems, which are 

solved using a common Godunov method [35]. The details of this numerical algorithm can be found 

elsewhere [21]. Note that solving Baer-Nunziato-type equations poses significant challenges, and the 

developing accurate and efficient numerical methods for solving these systems remains a current area 

of research [36 – 38]. 
 

3     Simulation Results 
 

A uniform grid with a cell size of ∆𝑥 = 1 mm is used to analyze the main features of the flow field in 

the process that could be responsible for the formation of pressure peaks on transducers D2 and D3. 

Figure 6 shows the record of transducer D1. The high-pressure chamber produces a one-meter-long 

pulse with a constant amplitude, followed by a rarefaction wave (see Figure 6a). This looks like a 

localized structure in Figure 6c. Around 5.5 ms, the first incident pulse interacts with the particle bed 

near the wall (see Figure 6b). The reflected pulse from the bed appears as a second localized structure 

in Figure 6b, and so on. 
 

 

(a) 

 

(c) 

 

(b) 

Figure 6: Generation of pulses on the D1 transducer. 

Figures 7 and 8 show a comparison of experimental and calculated data for the pressure transducers 

D2 – D4. In Figure 7a, the blue line represents the gas pressure in the simulation, and the orange line 

represents the solid phase pressure. We can see that the waves in the particle phase are in the form of 

peaks on the smooth waves of the gaseous phase. For the second and the third “hills”, the peaks are 

located on the falling part of the blue curve. As in [21], we compared the volume-averaged pressure 

𝑝𝑚𝑖𝑥 = �̅��̅� + 𝛼𝑝  with the experimental pressure record (see Figure 7b). This 𝑝𝑚𝑖𝑥  mimics the 

operation of the pressure transducer in the experiment. The averaging procedure reduces the peak due 

to the solid phase pressure at the top of the first blue “hill” and makes the amplitudes of the peaks for 

the second and third hills much closer to the experimental values. 

For the pressure transducer D3 the correlation between the simulated and experimental data can 

also be considered satisfactory (see Figure 8a). With the exception of a pronounced peak at 

approximately 10 ms and the splitting of the main peak, the simulation results describe the real-life 

phenomenon well. However, for transducer D4, a qualitative difference was obtained between 
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computed and experimental data (see Figure 8b). In experiments, the signal on D4 was almost damped 

compared to D2 and D3 (see the cyan line in Figure 8b). In simulations, this behavior is only valid for 

gas pressure (see the green line in Figure 8b), while waves in the solid phase produce peaks similar to 

those in D2 and D3. This means that, although the obtained results are reasonable in many aspects, 

some important features of the flow have been missed, and further study on modeling issues is needed. 

 

   

(a)                                                                         (b) 

Figure 7: Comparison of experimental and calculated data for pressure transducer D2. 

   

                                         (a)                                                                             (b) 

Figure 8: Comparison of experimental and calculated data for pressure transducers (a) D3 and (b) D4. 

Let’s analyze the mechanisms of peaks formation in transducers D2 – D4. Figure 9 shows wave 

dynamics inside the bed after the impact of the first pulse from gas. This pulse produces a compression 

wave in the gaseous phase propagating inside the bed. The key factor that determines the wave 

dynamics in the solid phase is the model for the potential energy of compaction (1), which has a “yes-

no” switching form depending on the �̅�crit parameter. Parameters chosen produce a compaction wave 

immediately after the shock wave impact, resulting in an additional orange peak associated with the 

intergranular stresses on the blue hill in Figure 7a. As you move deeper into the bed, the amplitude of 

the compaction wave decreases, even though the model uses a stiff pressure relaxation with no finite 

value for the compaction viscosity parameter 𝜇𝑐. The peaks on D3 at 10 ms and on D4 at 15 ms are 

caused by this compaction wave. 

The second pulse interacts with a bed that has already been compressed by the first pulse (see 

Figure 10). When a shock wave approaches the edge of the bed, a compaction wave begins to move in 



 ICCFD12

Twelfth International Conference on        
Computational Fluid Dynamics (ICCFD12), 
Kobe, Japan, July 14-19, 2024 

 

 

 8 

the opposite direction from the bottom wall of the tube. These two waves combine to create a sharp 

peak on the D2 transducer at 22 ms. The spatial distributions of �̅� in Figures 9 and 10 also show a 

loosened region near the upper boundary of the bed that was formed as a result of the initial impact. In 

experimental studies [29, 30], a phenomenological model was proposed to explain pressure peaks with 

this region forming an important part of the process. 

 

 

 

 

Figure 9: Waves propagation inside the bed after the impact of the first pulse. Green lines represent the 

predicted spatial distributions of �̅�, blue lines represent Δ𝑝 𝑝0⁄  for gas, and orange lines represent 

Δ�̅� 𝑝0⁄  for particles. 
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Figure 10: Waves propagation inside the bed after the impact of the second pulse. Green lines represent 

the predicted spatial distributions of �̅�, blue lines represent Δ𝑝 𝑝0⁄  for gas, and orange lines represent 

Δ�̅� 𝑝0⁄  for particles. 
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4     Conclusion and Future Work 
 

The numerical simulation of the probing of a two-phase sand bed using multiple pulses of gas has been 

conducted. The mathematical model was based on the Baer-Nunziato equations, taking into account 

intergranular stresses within the solid phase. We have provided a possible explanation for the formation 

of pressure peaks on transducers within the bed, which has been observed recently in experiments [29, 

30]. This effect was not observed in the experiments. One possible improvement to the model would 

be to consider the compaction viscosity within the solid phase, along with intergranular stresses, as was 

done in [33] for simulations of heterogeneous detonation. Another approach is to use a model for the 

potential energy of compaction that does not take into account the true density of the solid phase, but 

only its volume fraction, as was done in earlier studies [16, 39]. 
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