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1 Introduction

When a physical shockwave is formed, it moves through the flow with a certain speed, having
some finite width determined by physical dissipation until it encounters some event in its path.
For numerical shockwaves, however, a numerical width is enforced, often much greater than the
physical width. With this numerical width comes the formation of intermediate states having no
direct physical interpretation. Even as the mesh is refined, these intermediate states do not go away;
they simply occupy less space. The existence of these intermediate states does raise some doubt,
however, about how closely a captured shockwave may emulate an ideal discontinuous shockwave,
or a real physical one.

There are in fact several types of error associated with intermediate shock states such as errors
in shock position, spurious waves, or unstable shock behavior. These errors can be classified as
numerical shockwave anomalies, numerical artifacts formed due to the presence of captured shock-
waves within the flow solution. One of the first accounts of anomalous behavior was by in 1966
by Cameron [1], using a similar method to that of von Neumann and Richtmyer, who observed
oscillations produced when shockwaves crossed both grid and material interfaces. He suggested
that either the artificial viscosity or the mesh should be modified to properly smear out the shock.
Two years later Emery [2] identified errors produced by shockwaves and again, suggested adding
additional viscosity. As new shock capturing schemes were being developed, anomalous behavior
was more frequently observed and was classified into several main categories.

Slowly Moving Shockwaves
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The slowly moving shockwave phenomenon is the shedding of spurious waves by slowly moving
shocks. The first detailed study of slowly moving shocks was by Roberts, [3] who examined the
intermediate shock states and noted their role in the creation of spurious waves. Similar work by
Arora and Roe [4] would follow up on this idea, studying a range of problems and the role of inter-
mediate states, relating the problem to an error in the stationary shock structure. The consensus
in the literature [5, 6, 7, 8, 9, 10, 11, 12] is that the root cause of these post shock oscillations
is the unsteadiness of the discrete profile and the inability of any existing scheme to add what is
deemed to be the ’correct’ artificial viscosity. Xu [13] even went as far as to suggest that getting the
viscosity correct was impossible, and no scheme of the type would ever work. Other researchers have
not been as negative, developing various forms of artificial viscosity and showing fairly positive re-
sults. However, nobody to date has succeeded in eliminating the errors without smearing the shock .

The Carbuncle

Another anomaly, first described by Peery and Imlay [14] as an irregular shock behavior around
a blunt body, the carbuncle has since been replicated in other situations [15]. Specifically, Quirk
[16] introduced the most commonly analysed version, consisting of a one-dimensional shock in a
two-dimensional domain. By perturbing the shock, in his case through the grid, an instability is
provoked and a shock behavior similar to that of the original carbuncle is observed. An even simpler
version of the problem has also been analysed [17, 18], in the form of a one-dimensional stationary
shock that can develop spontaneous instabilities on a two-dimensional grid. Looking back to classical
theory, Dyakov [19] and Landau and Livschitz [20] showed that the exact stationary shockwave was
always stable, at least for convex equations of state. This demonstrates that captured shocks do
not in fact share all of the properties of an ideal shock, even under mesh refinement, because no
reference length is involved.

For numerical shockwaves, the analysis has most often taken the form of a linearized stability
analysis, examining the stability of perturbations to the flow field [21, 22, 23, 24, 25, 26]. This
has resulted in a wide range of theories about possible causes, from too much numerical vorticity
[27, 28] to the conjecture of Liou [29], that flux functions where the mass flux is not a function of
the pressure jump will not suffer from the carbuncle or other instabilities. Flux functions of this
type are not physical, and were later shown to suffer from carbuncles [27, 18]. The carbuncle has
been especially linked with schemes that exactly capture contact discontinuities and shear waves
[23, 24]. This is unfortunate, since such schemes are important for the extension to viscous flows.

A difficulty with eliminating carbuncles is that they are physical solutions, ‘mimicking’ exper-
imentally observable behavior [30, 31]. More recently, Elling [32] went so far as to suggest that
since carbuncles are entropy-satisfying solutions, to eliminate them would be making unjustifiable
physical assumptions and they are thus incurable. Although this a valid point, it seems that Nature
usually selects against carbuncles, and it is reasonable to hope for a numerical scheme that selects
in the same way.

The Wall Heating Phenomenon

A third anomaly is the creation of persistent “entropy traces" caused by an inappropriate pro-
duction of entropy which then propagates in a physical manner [33, 34]. One such example, the
wall heating phenomenon exemplified by Noh’s [35, 9] well known test problem has caused much
grief, both in the Eulerian and Lagrangian communities and occurs for a wide range of methods and
physics [36]. This problem is again exacerbated by methods that capture contact discontinuities
[37]. These also capture errors along contacts and are generally less diffusive.
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Similar to Noh’s original remedy, artificial heat conduction has been used in several other meth-
ods to alleviate the temperature excess[37, 38, 39], although much like Noh’s original work, these
tend to smear out other flow features. There have also been shock fitting attempts [40, 41] which
have shown good results on the Noh problem. These, however, still suffer from the standard chal-
lenges of shock fitting approaches.

Relationship among anomalies

It has been previously postulated by Barth [21] and Robinet et al. [23] among others [42, 43, 10]
that many of these numerical problems are related. We previously demonstrated that these problems
were linked through the nonlinearity of the jump conditions and the resulting ambiguity in sub-cell
shock position [44]. We have focussed in our work in eliminating the positional ambiguity in the
special case of a stationary shock, and we find a class of schemes that achieves this without sacrificing
shock resolution. The other anomalies turn out to be reduced, although by varying amounts.

2 Finite-Volume Method

We study systems of hyperbolic conservation equations in one dimension of the form

ut + fx = 0 (1)

with conserved variables u and fluxes f . We assume that this system is complete with diagonalizable
flux Jacobian A = ∂f

∂u allows for weak solutions satisfying the jump conditions, ∆f = S∆u for a
discontinuity with speed S. We discretize over a finite volume cell in space and time using the first-
order upwind spatial discretization and the first-order explicit timestepping scheme on cell-averaged
piecewise constant data to get the standard method

un+1
i = uni −

∆t
∆x

(
fn
i+ 1

2

− fn
i− 1

2

)
(2)

where the interface flux, fi+ 1
2

= f(ui,ui+1), is computed using a Riemann solver. We restrict
ourselves to first-order for now as not only does it simplicity lead to a range of analysis but experience
suggests that increased accuracy does not alleviate the problems found in the first-order method.

2.1 Roe’s Approximate Riemann Solver

We will make use of Roe’s approximate Riemann solver throughout this work. This is in part because
its simplicity is conducive to analysis, partly because in the majority of cases it gives results almost
indistinguishable from the exact Riemann solution, and partly because it introduces itself anyway,
as a necessary ingredient of our cure. Let us define it here for clarity. Given a left state ui and a
right state ui+1, the flux between them is

fi+ 1
2

=
1
2

(fi + fi+1)− 1
2
|Ãi+ 1

2
(ui,ui+1)|(ui+1 − ui) (3)

and the approximate flux Jacobian Ã(ui,ui+1) is constructed with the following properties: eigen-
value decomposition Ã = R̃Λ̃L̃ with real eigenvalues and linearly independent eigenvectors, consis-
tency Ã(u,u) = A(u), and conservation across discontinuities, fi+1− fi = Ã(ui+1−ui). This final
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property leads to the flux wave description of Roe’s approximate Riemann solver,

fi+ 1
2

=
1
2

(fi + fi+1)− 1
2
sign(Ãi+ 1

2
(ui,ui+1))(fi+1 − fi) (4)

which is used in subsequent sections.

3 Euler Equations

The main physical model we are interested in in this work are the Euler equations for inviscid,
compressible flow. They will serve as the basis for the numerical experiments performed in this
work, but the theory could be applied to arbitrary systems. The Euler equations represent the
conservation of mass, momentum, and energy

∂

∂t

 ρ
ρu
E

+
∂

∂x

 ρu
ρu2 + p
ρuH

 = 0 (5)

where enthalpy H = E+p
ρ . It is crucial to our understanding of the shock anomalies that this system

is not closed until the pressure has been defined through an equation of state. For an ideal gas in
thermodynamic equilibrium ,the equation of state is

p = (γ − 1)ρe = (γ − 1)
(
E − 1

2
ρu2

)
. (6)

where γ is the polytropic constant, the ratio of specific heats.
To describe shockwaves, the jump conditions are used. For waves corresponding to λ = u + a,

suppose that the left (preshock) state is completely known, as ρL, uL, pL. If the density on the right
is prescribed to be ρR, then the remaining postshock variables are given in [45] by

pR = pL
(γ + 1)ρR − (γ − 1)ρL
(γ + 1)ρL − (γ − 1)ρR

(7)

uR = uL + (pL − pR)

√
2

ρL ((γ − 1)pL + (γ + 1)pR)
(8)

with the shock speed as

S = uL + aL

√
1 +

γ + 1
2γ

(
pR
pL
− 1
)
. (9)

The curve traced out in phase space by solving these equations is the Hugoniot curve. It has two
branches. If ρR > ρL then each point on the curve represents a valid state behind a (generally
moving) shockwave, and this will be referred to as the physical branch of the Hugoniot curve. If
ρR < ρL this generates the nonphysical branch of the Hugoniot. A jump from uL to uR would
violate thermodynamics. Note however, that each point on the nonphysical branch represents a
state from which uL could be reached by a valid shockwave. Typical Hugoniot curves are shown in
Figure 1, demonstrating the differences between the two branches of the Hugoniot.
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Figure 1: Typical Hugoniot curves for the stationary shock in the Euler equations. The physical
Hugoniot is plotted through through L and the nonphysical Hugoniot through R. (Note that the
curves are really in three-dimensional space, and do not actually intersect.)

4 An Ambiguity in Shock Position

Shock capturing arises from the observation that if no special measures are taken to incorporate
shocks into a calculation, they tend to appear anyway as small regions of steep gradient. The
solution within this region is of no great physical importance. It serves for bookkeeping purposes
to connect the left and right states. For conservative schemes it allows the total mass, momentum
and energy in the system to be calculated, and therefore a rough estimate of the shock location can
be found by found by inserting the shock at that position which best agrees with these estimates.

Our analysis will focus on the apparently trivial case of a stationary shock in one dimension.
It is well-known that for both the exact and Roe’s Riemann solver, a stationary shock with one
intermediate state exists. That is to say, there exist steady solutions of the discrete equations of
the form uL, . . .uL,uM ,uR, . . .uR for a one-parameter family of states uM . The condition that
determines these states is that the fluxes computed at the interfaces between uL and uM , and
between uM and uR must equal f(uL) (and also, of course f(uR)). For both the Godunov and Roe
fluxes, the locus of intermediate states uM is the nonphysical branch of the Hugoniot curve through
uR and are in the interval between uL and uR. We refer to the set of states uM as equilibrium
states.

Although this family of solutions seems attractive, it has the disadvantage of not defining a
unique shock location. Depending on whether we apply conservation of density or energy, we will
obtain two different estimates

xS(ρ) =
ρM − ρR
ρL − ρR

xS(E) =
EM − ER
EL − ER

. (10)

These will not be the same, because the Hugoniot locus follows a curve. This is already known,
although there does not seem to be any formal publication on the matter. The discrepancy can
be exhibited by computing the locus. The jump conditions are applied to a given state uL to find
the state uR behind a stationary shock, and then applied from uR to a family of states uM . The
outcome is shown in Figure 2.
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Figure 2: Shock position in energy vs shock position in density in the intermediate cell for initial
Mach numbers of 1.5, 2.5, 4.0 and 10.0. The deviation from the straight line represents the ambiguity
in shock position.

It turns out that the discrepancy is greater, as might be expected, for stronger shocks, but
never exceeds about 5% of the cell size. Nevertheless, it must have consequences. In a blunt body
calculation, the shock provides a boundary condition for the subsequent subsonic flow, and this
boundary condition will be in error by O(∆x).

The situation is even worse if shock position is computed using momentum, because as the mass
flux, it is equal for the left and right states, but not necessarily for the intermediate state. For the
exact Riemann solver or Roe’s Riemann solver, a momentum spike of as much as 40% is possible,
and in general a spike is observed for all flux functions, independent of the number of intermediate
states.

Note that if the Hugoniot were linear, there would be no ambiguity. This ambiguity and non-
linearity has previously been related to each anomaly examined [44]. It had been previously noted
[4] that the slowly moving shockwave phenomenon was not present for systems with linear Hugo-
niot curves (Temple systems [46]). Our goal therefore is to make the Euler equations look like a
Temple system. We would like to devise a scheme admitting a family of steady shocks with a single
intermediate state given by

uM = αuL + (1− α)uR. (11)

Such a solution would, incidentally, be the projection of the exact solution into the finite-volume
space of piecewise constant function.

5 New Flux Functions

We are strongly inclined to believe that the above objective cannot be met by any two-point flux
function fi+ 1

2
= f(ui,ui+1) so that a more general idea of a flux function, fi+ 1

2
= f(ui−m, . . . ,ui+n),

rather than a Riemann solver is needed.
We begin by asking what aspects of a typical shock-capturing solution can be trusted, particu-

larly with respect to the intermediate cells. It seems that the conserved quantities should be trusted,
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if for no other reason than to preserve conservation of the system. However, we should perhaps
not trust the flux values, since these assume that a pressure can be calculated from an equation of
state, and this in turn implies assuming thermodynamic equilibrium. That assumption may not be
tenable since it does not hold within a real physical shock.

5.1 Interpolated Fluxes

Our idea is to find the fluxes in the untrustworthy intermediate cells by extrapolation from trust-
worthy neighbors. These interpolated fluxes will be denoted by f∗. The interpolated fluxes are
constructed to have the following properties:

1. If the problem is linear so that the Jacobian matrix A(u) is constant, then f∗i = fi, the
interpolated flux equals the equilibrium flux, f(ui). This is a desirable property because the
anomalies do not arise for linear systems.

2. If the problem is nonlinear, but the data is smooth, then f∗i = fi + O((∆x)2) This property
preserves second-order accuracy in smooth regions.

3. If the problem is nonlinear and involves a one-point stationary shock, then f∗i is constant,
not only on each side of the shock, but also in the intermediate cell, unlike the equilibrium
flux. This reflects constancy of the flux in the exact solution, unlike the strong perturbations,
especially in momentum, observed in captured shocks.

To begin, suppose the flux is extrapolated from one side as

f∗i = fi−1 + Ãi(ui − ui−1) (12)

for some choice of flux Jacobian, Ãi, and extrapolated from the other side as

f∗i = fi+1 − Ãi(ui+1 − ui). (13)

These two equations are consistent if

fi+1 − fi−1 = Ãi(ui+1 − ui−1). (14)

The simplest matrix having this property is the cell-centered Roe matrix, defined as in section 2.1,
but spanning three states rather than two. Averaging Equations (12) and (13) leads to a centered
construction of the interpolated flux

f∗i =
1
2

(fi−1 + fi+1)− 1
2
Ãi−1,i+1(ui+1 − 2ui + ui−1). (15)

With the definition in place, it is simple to show that for a captured stationary shock having one
intermediate state with no positional ambiguity (11) , the interpolated flux is identical everywhere.
While it is clear that a non-monotone shock structure (α < 0 or α > 1) will also lead to the same
result, this results in a rarefaction shock at either the left-middle or middle-right edge. Any measure
that eliminates rarefaction shocks will therefore eliminate the non-monotone solutions.

The effect of the interpolation can be seen by taking a Taylor series expansion of the centered
form in Equation (15);

f∗i = fi +
(∆x)2

2
Axux +O((∆x)4) = fi +

1
2

(∆A)(∆u) +O((∆x)4), (16)
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which is a modification to the flux proportional to the product of the derivatives of the flux Jacobian
and conserved variables. The modification vanishes if A is constant, is second-order in smooth
regions, but is order unity near nonlinear shocks. It also vanishes across stationary contacts. The
next task is to devise a numerical scheme that exploits these properties.

5.2 New Flux Function - A

With interpolated fluxes introduced, we define a new flux function that can be described similar to
the original Roe framework, referred to as new flux function A,

fA
i+ 1

2

=
1
2

(f∗i + f∗i+1)− 1
2
sign(Ãi+ 1

2
)(f∗i+1 − f∗i ) (17)

with Roe’s Riemann solver obtained if f∗i = fi. This ensures that the new method recovers Roe’s
method for linear problems.

Flux function A can be expanded as

fA
i+ 1

2

=
1
2

(fi+1 + fi)−
1
2
|Ãi+ 1

2
|(ui+1 − ui) +

1
2

(
(I− sign(Ãi+ 1

2
))Ãi+1

−(I + sign(Ãi+ 1
2
))Ãi + 2|Ãi+ 1

2
|
)

(ui+1 − ui). (18)

The first two terms in Equation (18) are Roe’s original solver and the third term contains a
“viscosity"-like matrix proportional to ∂xA∂xu.

There is one obvious issue with this formulation, through the diffusion component of the Riemann
solver, sign(Ãi+ 1

2
)(f∗i+1 − f∗i ). In this term, since the interpolated flux difference is computed with

different quantities than the flux Jacobian and the sign function is discontinuous, the flux function
is not continuous either.

5.3 New Flux Function - B

To overcome the difficulty of new flux function A, another flux function, B, can be written as

fB
i+ 1

2

=
1
2

(f∗i + f∗i+1)− 1
2
|Ai+ 1

2
|(ui+1 − ui) (19)

where Ai+ 1
2
is the Roe matrix across cells i− 1 and i+ 2,

Ai+ 1
2
(ui+2 − ui−1) = fi+2 − fi−1 (20)

An intuitive interpretation is that the matrix A "explains" the difference of states ui+1 − ui from
the viewpoint of a "bigger picture". It is easy to show that this flux function allows for a one-point
stationary shock if the intermediate state is collinear with the end states in state space. In such
a situation, at every interface, the difference in conserved variables is either zero or a null vector
of the Roe matrix that spans the left and right states. Just like flux function A, this reduces to
Roe’s Riemann solver for a single jump in data. For this function, an entropy fix is more traditional
since it can be included directly within the Roe matrix. Flux function B can also be written as a
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correction to Roe’s Riemann solver as

fB
i+ 1

2

=
1
2

(fi + fi+1)− 1
2
|Ãi+ 1

2
|(ui+1 − ui)

+
1
2

(
|Ãi+ 1

2
|+ Ãi+1 − Ãi − |Ai+ 1

2
|
)

(ui+1 − ui). (21)

Physically speaking, both new functions trust the values of the conserved quantities, but do not
necessarily trust the equilibrium flux functions, and evaluate them differently in the vicinity of a
shock.

6 Burgers’ Equation

It is instructive to apply the new method to Burgers’ equation because, even though there are no
anomalies to be cured in that case (or any scalar case), some very simple analysis can be carried
out to see if any adverse effects arise. The equation is

ut + fx = ut +
(

1
2
u2

)
x

. (22)

Shockwaves are represented by the jump conditions ∆(1
2u

2) = S∆u and move with speed S =
1
2(uL + uR). The Roe-averaged velocity is just the arithmetic average, ũ = 1

2(uL + uR). Since there
is only variable, there can be no ambiguity in shock position and thus no anomalous behavior. The
interpolated flux for this system is

f∗i =
1
2

[ui(ui+1 + ui−1)− ui−1ui+1]. (23)

It is possible for this flux to be be negative and therefore not realizable. This will happen if

(ui+1 + ui−1)ui
ui+1ui−1

< 1, (24)

represented by the unshaded part of Figure 3 as a function of the ratios of data from neighboring
cells, ui−1/ui and ui+1/ui. Clearly such data will only arise exceptionally, but future work will need
to investigate any analogous behavior in the Euler equations.
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Figure 3: Physically realizable region of interpolated flux for Burgers’ Equation
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6.1 Total Variation Diminishing

First introduced by Harten [47] total variation diminishing (TVD) is a property of numerical schemes
that ensures they preserve monotonicity and do not create local extrema. Defining the discrete total
variation as

TV (u) =
∑
i

|ui − ui−1|, (25)

a method is TVD if
TV (un+1) ≤ TV (un). (26)

The approach we use to determine whether the new flux functions are TVD is based on the original
work of Harten [48]. The flux functions are said to be TVD if

∆t
∆x

∣∣∣∣f∗i+1 − f∗i
ui+1 − ui

∣∣∣∣ ≤ q∗i+ 1
2

≤ 1 (27)

is satisfied, where q∗
i+ 1

2

is the numerical viscosity coefficient obtained by writing the flux function
in the form

fi+ 1
2

=
1
2

(f∗i + f∗i+1)− 1
2

∆x
∆t

q∗
i+ 1

2

(ui+1 − ui). (28)

This condition for TVD simplifies to

1
2

∆t
∆x
|ui+2 + ui−1| ≤ q∗i+ 1

2

≤ 1 (29)

and the new flux functions can be checked. For flux function A, the viscosity coefficient is

q∗,A
i+ 1

2

=
1
2

∆t
∆x

sign(ui+1 + ui)(ui+2 + ui−1) (30)

and the lower bound of Equation (29) reduces to

|(ui+2 + ui−1)| ≤ sign(ui+1 + ui)sign(ui+2 + ui−1) |(ui+2 + ui−1)| . (31)

and thus flux function A is not TVD, since this condition does not hold for all data. For flux
function B, the viscosity coefficient is

q∗,B
i+ 1

2

=
1
2

∆t
∆x
|ui−1 + ui+2| (32)

and the lower bound of Equation (29) is trivially satisfied, therefore flux function B is TVD by this
approach. For both flux functions, the upper bound is a CFL-like condition and can be satisfied
through the proper choice of timestep.

This analysis demonstrates an advantage of flux function B and suggests where changes to
flux function A need to be made to prevent the growth of solution extrema. The results from
analysis of the interpolated flux from both a physicality and TVD perspective strongly point towards
interpolated fluxes only being used if the data is monotone. At this point, since this is just a scalar
result (and a scalar property), it is not clear which variables should be monotone in a system of
equations, but is definitely worth considering in the future development and understanding of both
new flux functions.
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7 Numerical Results

7.1 Stationary Shocks

Both methods A and B are designed to capture stationary shocks with one intermediate point
described by (11) and indeed they did. It does need to be asked, however, whether those solutions
are stable. It was established by Barth, and by Serre [21, 22], that the one-point shocks produced
by the Godunov and Roe methods are not always stable. The instability happens for strong enough
shocks, over a range of shock locations. Depending on the boundary conditions, the shock will either
move to a stable position or enter an approximate limit cycle. This behavior has been called a "one-
dimensional carbuncle". No evidence of this was found in experiments, and this was confirmed by
a numerical eigenvalue analysis, along the lines conducted by Barth.

Starting with a one-point stationary shock, the residual function corresponding to the net flux
through the intermediate state is

r(uM ; uL,uR) = fMR − fLM (33)

for the shock with left and right endpoints uL and uR. This function has a zero eigenvalue and
a singular Jacobian matrix, det

[
∂r
∂uM

]
= 0, since all middle states uM are stationary points. To

determine the sensitivity to the zero eigenvalue, examine the semi-discrete equations on a grid with
unit spacing,

∂uM
∂t

+ r(uM ; uL,uR) = 0. (34)

Near a stationary solution, u∗, the residual, r(u∗; uL,uR), is zero and the residual can be linearized
with uM = δu + u∗ as

r(uM ) = r(u∗ + δu) = r(u∗) +
∂r(u∗)
∂uM

δu (35)

such that δu is governed by
∂(δu)
∂t

+
∂r(u∗)
∂uM

δu = 0 (36)

and the solution can be determined from the eigenvalues, λi, and eigenvectors, ri, of the residual
Jacobian,

δu(t) = α1r1 + α2r2e
−λ2t + α3r3e

−λ3t (37)

where λ1 corresponds to the stationary eigenvalue and is zero. Stability and carbuncle free requires
λ2, λ3 ≥ 0 to ensure the stability of uM . To avoid boundary effects, the eigenvalues of ∂r

∂u are
examined for a stationary shock problem using several extra cells. For this analysis, the initial
middle state is created on the nonphysical branch of the Hugoniot for Roe’s Riemann solver and on
a straight line in state space for the new flux functions. The results are shown in Figure 4 for Roe’s
flux function and both new flux functions. At Mach 10 and 20, negative eigenvalues are seen only
for the Roe flux. From this analysis, both new flux functions are carbuncle-free in one dimension.

7.2 The Slowly Moving Shock Phenomenon

Our analysis has been based on the case of a stationary shock, for which the locus of steady
intermediate states is either the nonphysical Hugoniot (Godunov, Roe) ar a straight line (Methods
A and B). We have confirmed the following by numerical experiment; If a captured shock moves
sufficiently slowly with speed S � 1, across the grid, the profile at any particular instant is very close
to one of the stationary solutions. Hence, with our modified methods, the state in any particular
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Figure 4: Stability Results for the one-dimensional carbuncle for flux function A (top), flux function
B (middle), Roe’s Flux (bottom) for 4 different Mach numbers. Only Roe’s Flux has negative
(unstable) eigenvalues.

cell remains constant at uR and then ramps up linearly to uL in time ∆x/S.
As the shock speed is increased, there are departures from this ideal behavior. We conduct

numerical experiments on a Mach 10 shock, varying the frame of reference to contain different
shock speeds.

Looking at the results in Figure 5 for the slowest shock speed, both new fluxes greatly reduce
the momentum spike in the slowly moving shock. Flux function A appears to completely remove
it, while flux function B leaves a very small spike behind. Of utmost importance is that the new
flux functions have not smeared out the shockwave - there is still only one intermediate state at any
particular time. The state space plots demonstrate the linearly placed intermediate shock states.
It is clear that the ambiguity in shock position has been dramatically reduced. This is expected,
since in this case, the shock is very close to stationary.

For a slightly faster shock, in Figure 6, both fluxes again significantly reduce the momentum
spike and perform well, although the difference between flux function A and flux function B is
clearer. For this problem, flux function A maintains a much more linear shock profile than flux
function B. For an even faster shock in Figure 7, the momentum spike with Roe’s flux is smaller
and the anomalous behavior is less pronounced. Combining all these results and looking specifically
at the momentum, where the largest error is observed, leads to Figure 8. In this figure, the error is
defined as

Relative Maximum Momentum Error =
max
x,t

(ρu)− ρRuR

ρRuR
× 100, (38)
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Figure 5: Results for the slowly moving shock problem with S = 0.0001. (top) Roe’s Riemann
Solver. (middle) Flux function A. (bottom) Flux function B. For each flux, density, momentum,
and energy are shown as a function of space and time. On the right, the results are plotted in
conserved state space.

which is a measure of the momentum overshoot. Flux function A reduces the error the most,
outperforming flux function B on this problem for all Mach numbers.

7.2.1 Wall Heating

With the strong performance on the slowly moving shock phenomenon, the new fluxes are tested on
the Noh Problem. The initial data is u0 = (ρ0,−ρ0u0, E0)T but can be reduced to a one parameter
family with Mach number as the free parameter and

ρ0 = 1, u0 = 1, p0 =
1

γM2
0

. (39)

The solution behind the shock can be determined exactly from the jump conditions as

ρ = 1 +
1
S
, u = 0, p = p0 + (1 + S), (40)
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Figure 6: Results for the slowly moving shock problem with S = 0.001. Same plots as Figure 5.
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Figure 7: Results for the slowly moving shock problem with S = 0.1. Same plots as Figure 5.
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Figure 8: Relative Maximum Momentum Error vs Shock Speed for Roe’s Riemann Solver (×), flux
function A (�), and flux function B (◦) for Mach 2.0 (left) and Mach 10.0 (right). Both new flux
functions reduce the momentum spike significantly for all shock speeds.
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with shock speed

S =
1
4

(
(γ − 3) +

√
(γ + 1)2 + 16γp0

)
. (41)

Results are shown for a CFL number of 0.5. While there is some dependency on CFL number, the
trends displayed and overall performance remains the same. Comparing the new fluxes to Roe’s
Riemann solver in Figure 9, all three methods compute velocity and pressure equivalently. Looking
at the density defect at the wall, flux function A dramatically outperforms flux function B, especially
for the Mach 10 shock. Looking at the relative wall density error, defined as

Relative Wall Density Error =
ρwall − ρexact

ρexact
× 100 (42)

in Figure 10 shows that for all Mach numbers, flux function A reduces the error significantly while
flux function B performs comparably to Roe’s Riemann solver, reducing the density defect slightly
in comparison. Thus reducing the ambiguity in shock position can reduce the density defect at the
wall. The improvement is greatest at higher Mach numbers, when the shock speed is slowest.
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Figure 9: Density, velocity and pressure results for the Noh problem with initial Mach number of 2
(top) and Mach number of 10 (bottom).
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Figure 10: Relative Wall Density Error vs Mach number for Roe’s Riemann Solver (×), flux function
A (�), and flux function B (◦).

8 Conclusions and Future Work

All captured shocks contain intermediate states between their end states. These intermediate states
should not be taken literally; in particular it should not be assumed that they are in local thermo-
dynamic equilibrium. Using the equilibrium equation of state for these intermediate states gives rise
to intermediate states which differ from the projection of the exact solution into cell averages and to
an ambiguity in the shock location. This ambiguity is linked to much of the anomalous behavior in
shock-capturing schemes, represented by three canonical examples: the wall heating phenomenon,
the slowly moving shock phenomenon, and the carbuncle. To eliminate the ambiguity, the interme-
diate states must agree on the location of the shock.

We introduced the idea of interpolated fluxes and two new flux functions were developed to
utilize them and provide an unambiguous stationary shock structure. The first one, flux function
A, is constructed based on the flux-wave approach [49] - decomposing the Riemann problem into
jumps in interpolated flux across each wave, using wavespeeds to determine the direction of their
contribution to the interface flux. The second one, flux function B, is based on the classical Roe
Riemann solver, again using interpolated fluxes but relying on conserved variables to determine the
jumps across each wave and the contribution of each wave to the interface flux.

On all of the shock anomalies in one-dimension, both fluxes showed improvement on existing
methods without noticeably smearing or diffusing the shock. For a range of other canonical prob-
lems, there was no major detriment to using the flux functions outside of shockwaves since they
reduce to a second-order correction to Roe’s Riemann solver and the differences were not observed
in the first-order framework.

There are numerous other possible flux formulae, based on the interpolated fluxes, able to
preserve the same desirable steady shock structures, and these will be investigated. However, the
most urgent task is to extend the work to higher dimensions. A starting point for this is to consider
a stationary shockwave oblique to the mesh. We can declare that no cell intersected by this shock
is trustworthy, and try to replace the flux in such cells by interpolations, all of which should lie on
the straight line in state space that joins the preshock and postshock states. A simple method for
doing this has yet to be devised.
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